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Introduction

Thereisaneed to define interworking between conventiona synchronous or plesiochronous
networks (heresfter denoted TDM networks) with MPLS networks. Such interworking must ensure
that TDM timing, Sgndling, voice qudity, and darm integrity be maintained.
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Recommendation Y.1413

TDM-MPLS network interworking—User plane interworking

1 Scope

This Recommendation focuses on required functions for network interworking betveen TDM and
MPLS, specificaly the user plane interworking mechanisms and procedures for trangport. In
particular it specifiesalist of requirements, interworking scenarios and interworking encgpsulaion
formats and semantics for TDM-MPL S network interwaking. Since TDM connections are
inherently paint-to-point, this interworking defines a sngle connection between two IWFs. This
Recommendation only addresses TDM rates up to and including T3 and E3.

2 References

Thefollowing ITU-T Recommendations and other references contain provisions, which, through
reference in this text, condiitute provisons of this Recommendation. At the time of publication, the
editionsindicated were vaid. All Recommendations and other references are subject to revision; al
users of this Recommendation are therefore encouraged to investigate the possibility of applying the
most recent edition of the Recommendations and other references listed below. A ligt of the
currently vaid ITU-T Recommendationsis regularly published.

[ | TU-T Recommendation G.705 (2000) Characteritics of plesichronous digita hierarchy
(PDH) functiona blocks

2 | TU-T Recommendation G.702 (1988) - Digita hierarchy bit rates

[3 | TU-T Recommendation G.704 (1998): Synchronous frame structures used a 1544, 6312,
2048, 8448 and 44736 kbit/s hierarchicd levels

4] | TU-T Recommendation G.751 (1988): Digitd multiplex equipments operating at the third
order bit rate of 34 368 kbit/s and the fourth order bit rate of 139 264 khit/s and usng
postive judification

[5] ANSI T1.107 (1995): Digjtal Hierarchy - Format Specification

[6] ETS GSM 0851 (Verson 8.0.0 1999) Digitd cdlular tedlecommunications system (Phase
2+); Base Station Controller - Base Transceiver Station (BSC - BTYS) interface; Generd

aspects

[7] | TU-T Recommendation Y.1411 (2003) ATM-MPLS Network Interworking — Cell Mode
user Plane Interworking

[8] IETF RFC 3031 (2001): Multiprotocol label switching architecture

[9] | TU-T Recommendation G.805 (2000) Generd functiond architecture of transport
networks

[10] | TU-T Recommendation V.36 (1988) Modems for synchronous data transmission using 60-
180 kHz group band circuits

[11] I TU-T Recommendation V.37 (1988) Synchronous data transmission at adata sgndling
rate higher than 72 kbit/s using 60-108 kHz group band circuits

[12] | TU-T Recommendation 1.231.1 (1993) Circuit mode bearer service categories — circuit
mode 64 kbit/s unrestricted, 8 kHz structured bearer service

[13] | TU-T Recommendation Q.700 (1993): Introduction to CCITT Signdling Sysem No. 7



[14]
[15]
[16]

[17]
[18]
[19]
[20]
[21]
[22]

[23]
[24]

[25]
[26]
[27]
[28]
[29]
[30]
[31]
[32]

[33]
[34]
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| TU-T Recommendation Q.931 (1998): ISDN user-network interface layer 3 specification

for basc cdl control

| TU-T Recommendation G.823 (2000): The control of jitter and wander within digital
networks which are based on the 2048 kbit/s hierarchy

| TU-T Recommendation G.824 (2000): The contral of jitter and wander within digita
networks which are based on the 1544 khit/s hierarchy

I TU-T Recommendation Y.1711 (2002): OAM mechanism for MPLS networks
|ETF RFC 3270 (2002): MPLS Support of Differentiated Services

IETF RFC 3209 (12/2001) RSVP-TE: Extensionsto RSVPfor LSP Tunnels
IETF RFC 3032 (2001): MPLS labd stack encoding

IETF RFC 3550 (2003): RTP: A Transport Protocol for Reak Time Applications

| TU-T Recommendation 1.363.1 (1996) B-ISDN ATM Adaptation Layer specification:
Typel AAL

ATM Forum af-vtoa-0078.000 (1997) Circuit Emulation Service (CES) 2.0

| TU-T Recommendation G.802 (1993) Interworking between networks based on different
digita hierarchies and speech encoding laws

I TU-T Recommendation 1.363.2 (2000): B-ISDN ATM Adaptation Layer specification:
Type2 AAL

| TU-T Recommendation 1.366.2 (1999): AAL type 2 service specific convergence sub-
layer for trunking

| TU-T Recommendation G.826 (1999): Error performance parameters and objectives for
internationa congtant bit rate digital paths at or above the primary rate

| TU-T Recommendation Q.921 (1997) ISDN user network interface— Datallink layer
specification

I TU-T Recommendation G.703 (1998): Physicd/dectricd characteridtics of hierarchica
digitd interfaces

| TU-T Recommendation G.827 (2003) Availability parameters and objectivesfor path
dements of internationa condant bit-rate digitd paths & or above the primary rate

| TU-T Recommendation G.1020 (2003) Performance parameter definitions for quality of
speech and other voice band applications using |P networks

| TU-T Recommendation P.562 (2000) Andyss and interpretation of INMD voice service
measurements

| TU-T Recommendation P.862 (2001) Perceptud evauation of speech qudity (PESQ)
| TU-T Recommendation G.114 (2000): One-way Transmisson Time

Definitions

This Recommendation defines the following terms.

TDM: A term that conventionally refers to the isochronous bit stresms used in telephony networks;
in particular those belonging to PDH (plesiochronous digitd hierarchy) as described in ITU-T
Recommendation G.705 [1]. The bit ratestraditionaly used in various regions of the world are
detaled in G.702[2].
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Structured TDM: TDM with any level of structure imposed by aFA (Frame Alignment Signd),

such as that defined in [3], [4], [5], or [6].

Unstructured TDM: A TDM bit stream with no structure imposed, so that dl bits are available for
user data

Structure-Agnostic Transport: Transport of unstructured TDM, or of structured TDM when the
structure is completely disregarded by the trangport mechanism. Structure-agnostic transport
maintains the precise bit sequence of data and any sructure overhead that may be present. The
encapsulation provides no mechaniams for the location or utilizetion of aFA.

Structure -Aware Transport: Trangport of structured TDM taking at least some leve of the
structure into account. In structure-aware trangport it is not required to carry al bits of the TDM bit -
stream over the MPLS network; specificaly, FAS may be stripped at ingress and regenerated at
egress.

Structure -L ocked Encapsulation: Encapsulaion utilized for sructure-aware TDM transport
where TDM structure boundaries are indicated by packet payload boundaries.

Structure-Indicated Encapsulation: Encapsulation utilized for structure-aware TDM transport
where TDM structure boundaries are indicated by pointers.

TDM Segment: Octets extracted from a continuous TDM stream. Each octet in the TDM segment
isfilled with bits garting from its most Sgnificant bit, and octets are placed in the segment in the
order received.

I nterworking: See Recommendation Y.1411[7].
Interworking Function (IWF): See Recommendation Y.1411 [7].

Ingress IWF: The IWF where acontinuous TDM stream is segmented and encapsulated into
MPLS packets (TDM-to-MPLS direction).

Egress| WF: The IWF where the TDM segments are extracted from MPL'S packets and
resssembled into a continuous TDM stream (MPL S-to-TDM direction).
4  Abbreviations

This Recommendation uses the following abbreviations.

AAL ATM Adaptation Layer

AlIS  Alam Indicaion Sgnd

AP Access Point

ATM  Asynchronous Transfer Mode

CAS Channd Asociated Signdling

CES Circuit Emulation Service

CCS  Common Channd Signdling

CP Connection Point

EXP  Experimentd Bits

FAS Frame Alignment Signd

HDLC Highlevel DataLink Control

IWF  Interworking Function



Y.1413

LOF  Lossof Frame Synchronization
LOS Lossof Sgnd

LSP  Labd Switched Path

LSR Labd Switching Router
MPLS Multi-Protocol Label Switching
MTU Maximum Transport Unit
OAM Operaion and Maintenance
PDB  Per Doman Behaviour

PDU  Protocol Data Unit

PHB  Per Hop Behaviour

PM Performance Monitoring

PSC PHB Scheduling Class

QoS  Qudity of Service

RDI  Remote Defect Indication
RFC  Request for Comments

RTP  Rea Time Protocol

SAR  Segmentation And Reassembly
TCP  Termination Connection Point
TDM  Time Divison Multiplex

TTL TimetoLive

5 Conventions

This recommendation uses treditiond terminology for digitd sgnals & the various levels of the
G.702 rate hierarchy. In particular, the first leve digitd sgnd of rate 2048 kbit/s (P12 in G.705
terminology) is designated E1, and the third level signd of rate 34368 kbit/s derived from it (P31),
E3. Smilarly, thefirg level Sgnd of rate 1544 kbit/s (P11) is designated T1, its second leve
derivative of rate 6312 kbitg/s (P21), T2, and itsthird level derivative a rate 44736 kbits's (P32),
T3.

6 TDM-MPLSinterworking

The Multi-protocol Iabe switching (MPLS) technology [8] dlows multiple services (such as 1P,
ATM, framerelay, and TDM) to be supported over a Sngle networking infrastructure.

This Recommendetion defines interworking with TDM services up to and including T3 or E3 rates.
Interworking of MPLS with higher rate TDM services, such as SONET/SDH, are beyond the scope
of this Recommendetion.

Figure 6-1 provides a generd network architecture for TDM — MPLS network interworking where
TDM networks are interconnected through an MPL S network. For the TDM-to-MPL S direction, the
continuous TDM dream is segmented and encapsulated into an MPLS packet by the interworking
function (IWF). For the MPLSto-TDM direction, the TDM segments are extracted from the MPLS
packets and the continuous TDM stream is reassembled.
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Figure 6-2 depicts the network functiona architecture of TDM — MPL S interworking using the
diagrammatic techniques of G.805 [9]. Examples for specific scenarios are given in Appendix I11.

Figure 6-3 shows the network reference modd and protocol layers for TDM-MPLS user plane
interworking.

e MPLS \\ -
— IWF -
Y -~ /O \ RS
End ‘ - ~ < End
S)/steml(»\ oM - Q 4MPLSTDM‘\\TDM, , {System2
o -_ -
< 0 ) .
TDM network MPLS network TDM network
O LR P

Figure 6-1: Reference architecture for TDM-MPLS network interworking

MAS TDM
MG Ap MPALSTCP ) MPALSTCP AP TDMCP
<+ + + >
TDM Nework MPLS Nework TDM Network
CP= Connetion paint AP=Access Point TCP=Tamingion Comnection Point

Figure6-2: Functional architectureof TDM-MPL S interworking depicted according to the
diagrammatic conventions of G.805
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Figure 6-3: Network reference model and protocol layers for
TDM-MPLS user plane interworking

7  General Requirements

7.1 User planerequirements
For transparent transfer of TDM in the user plane, the following capabilities are required:
a The ability to transport multiple TDM sreamsin an interworking LSP.

b Support for bidirectiona connections with symmetric bandwidth and binding to the duplex
TDM.

0 The ability to trangport the following ungtructured TDM types.
1. T1a 1544 khit/s

2. Ela 2048 kbit/'s

3. T2 a rate 6312 khit/s

4. synchronous serid dataas defined in V.36 [10] and V.37 [11]

5. N*64k (i.e. 64 kbit/s, 128 kbit/s, 192 kbit/s) data such asdefined in 1.231.1

[12]
6. T3 at 44736 kbit/s as defined in T1.107 [5]

7. E3a 34368 khit/s as defined in G.751. [4]
d The ability to trangport the following structured TDM types:
Tl asddined in G.704 [3]
fractiond T1 carrying N timedotswith N from 1 to 23 as defined in T1.107
El asdefined in G.704
fractional E1 carrying N timedotswith N from 1 to 30 as defined in G.704
multiple synchronous DS0s
T2 defined in G.704.

o s~ WP
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2) The ability to transport the structured TDM types of itemsd 1, 2, 3, 4, 6 with CAS
sgndling, as defined in T1.107 and G.704.

f) The ahility to trangport trunk-associated CCS sgndlling, eg. as defined in Q.700 [13] and
Q931 [14].

0 The ability of the egress IWF to derive timing from an externd clock sgnd, or to exploit a
common clock source, or to recover TDM timing by adaptive means.

o) Conformance of timing recovery to thejitter and wander specifications of [15] and [16].

i) The ability to interwork with exigting CES services.

)] The ability to rdiably detect packet |oss and misordering.

K) The ability to inject filler data to compensate for lost packets.

) The &hility to properly function with deployed MPLS switches that differentiate between IP
and interworking L SP packets based on the initia four bits of the packet content.

m) The &bility of the IWFsto maintain TDM frame synchronization (and multi-frame
synchronizetion when gpplicable) for sructure-aware transport.

n The ability to set payload length to ensure that packet Sze does not exceed the path MTU.

7.2 Control plane aspects

For transparent trandfer of TDM related services, the following are to be signalled or provisoned:
a Satup and configuration of trangport and interworking LSPs.

b Request for two point-to-point connections with equa bandwidth, and the association of
their interworking labels to create a bi-directiona connection.
0 The number of payload octets per MPLS packet for a given interworking LSP.

d The rate and type of TDM treffic.

7.3 Fault Management Aspects

The interworking function shal support transfer of defect information between MPLS and TDM
networks, as depicted in Figure 7-1. In particular, local TDM defects, such aslossof sgnd or loss
of synchronization, shal be signdled from ingress to egress IWF; and MPLS defects, such as
misordering or explicit MPLS defect indication, shal be signdled from egress to ingress IWF.

The interworking function shdl transfer TDM defect indications through the MPLS network by
setting gppropriate flags in the common interworking indicators. The encoding need not be one-to-
one, i.e,, asngleindicator of invaid TDM datamay be used to indicate multiple TDM defects or
indications (e.g. LOS, LOF or AlS). In addition, if applicable an gppropriate darm shdl be sent to
the management layer. Client server interactions between TDM and MPLS OAM [17] are for
further study.

When the egress IWF detects remote MPLS defects, in addition to informing the ingress IWF of the
defect and maintaining timing integrity of the locd TDM interface, it shall send the gppropriate
adarm to the management layer.

The ability to digtinguish between faultsin the MPLS network and those in the remote TDM
network shal be provided



MPLS management TDM Management

LOS= Loss of Signal defect (detected only)

LOF= Loss of Frame synchronization (detected only)
AIS = Alarm Indication Signal

RDI = Remote Defect Indication

Figure 7-1: Functional representation of TDM-MPLS fault management

74 Traffic Management aspects

The trangport LSP shal be capable of providing the required QoS for dl TDM connections. The
transport L SP shdl meet the aggregate bandwidth requirements of al TDM connections
transported.

If the MPLS network is Diffserv enabled according to RFC 3270 [18], then EF-PHB (expedited

forwarding) class based PDB shal be used, in order to provide alow latency and minimd jitter
savice. It is suggested that the trangport LSP be somewhat over provisioned.

If the MPLS network is Intserv enabled according to RFC 3209 [19], then GS (Guaranteed Service)
with the appropriate bandwidth reservation shal be used in order to provide a bandwidth guarantee
equd to or greater than that of the aggregate TDM traffic.

The delay introduced by the MPLS network should be measured prior to traffic flow, to estimate
latency.

75 Connection admission control for thelWF

When bandwidth guarantees can be provided, then the IWF should provide connection admission
control. The admission decision shdl be based on the total bandwidth alocation of the transport
LSP, the bandwidith aready dlocated to exigting interworking LSPs, and the bandwidth requested.
When sufficient bandwidth is available the request may be granted. When bandwidth isinsufficient,
ether the TDM connection request is denied or the IWF may request an increase in transport LSP
bandwidth in order to admit the TDM connection.

8 Functional group considerations for TDM -MPL S Network interworking
Figure 81 provides an illugtration of functiond grouping for TDM-MPL S network interworking.
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Transport label
Interworking label
Common interworking indicators

Optiond Timing Information
TDM Payload

Figure 8-1: TDM-MPLS interworking functional groups

8.1 Transport labe

Since LSPs are unidirectiona whilethe TDM isinherently bidirectiond, the association of two
trangport LSPsin opposite directions will be required. The LSPs may have different labd values.

The 4-octet transport label identifies a LSP used to trangport traffic between two IWFs. The
transport label isastandard MPLS shim header [20] that is processed a each LSR. The Shitis
cleared for thislabdl, indicating that thisis not the bottom of the labe stack. The setting of the EXP
and TTL fidds of the trangport labdl is outside the scope of this Recommendation.

8.2 Interworkinglabel

Since LSPs are unidirectiond whilethe TDM isinherently bidirectiond, the association of two
interworking LSPsin opposite directions will be required. The LSPs may have different label
vaues

The interworking function maintains context information that associates TDM connectionswith the
interworking LSP.

The 4-octet interworking labe uniquely identifies one interworking L SP carried indde a transport
L SP. More than one interworking LSP may be supported by one transport LSP.

Theinterworking labd isa standard MPLS shim header [20], with its Shit s, to indicate the
bottom of the labdl stack. Since TDM-MPLS interworking is a gtrict point-to-point gpplication, the
TTL vaue should be set to 2. The stting of the EXP fidd of the interworking labd isfor further
study.

8.3 Common interworkingindicators

The functions in the Common interworking indicators are related to the interworking LSP and are
independent of any specific service or encgpsulation. In genera the Common interworking
indicators is comprised of a contrd fidd, afragmentetion fidd (FRG), alength fidd, and a
sequence number field, as depicted in Figure 82,
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Bit
8 7 6 5 4 3 2 1
Control
FRG Length indicator
Sequence number (2 octets)

Figure 8-2: Common interworking indicators

8.3.1 Control field
Theformat of the control field is depicted in Figure 8 3.

Bit
8 7 6 5 4 3 2 1
Reserved L R M

Figure 8-3: Control field

The reserved fidd shal be set to zero in order to facilitate correct operation with deployed MPLS
switchesthat differentiate between IP and interworking L SP packets based on these four bits.

ThelL, Rand M fields provide ameans of transparent transfer of TDM defect indications between
IWFs. Their use should be in accordance with principles of the gppropriate G series of
recommendations with regards to OAM.

L Locd TDM failure: TheL bit being set indicates that the ingress IWF has detected or has been
informed of aTDM defect impacting the TDM data. When the L bit is set the contents of the packet

may not be meaningful, and the payload may be suppressed in order to conserve bandwidth. Once
&, if the TDM fault isrectified the L bit shal be cleared.

R Remote Receivefallure: The R bit being set indicates that the source of the packet is not
receiving packets from the MPLS network. Thus the setting of the R bit indicates falure of the
opposite direction. Thisindication can be used to signd MPLS network congestion or other
network related faults. The R bit shall be set after a preconfigured number of consecutive packets
are not received, and shdl be cleared once packets are once again received.

M Defect Modifier: Use of the M fidd is optiond, and when used it supplementsthe meaning of
the L bit.

When L isdeared (indicating vaid TDM data) the M field is used asfollows:
M
00 indicates no loca defect modification.

01 reserved
10 reports receipt of RDI a the TDM input to the ingress IWF
11 reserved.

When L bitisset (indicating invalid TDM data) the M field is used as follows:
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M

00 indicatesa TDM defect that should trigger AlS generation at the far end.

01 indicatesidle TDM data, which should not cause any darm to be raised. If the payload has
been suppressed then gppropriate idle code should be generated a egress.

10  indicates corrupted but potentialy recoverable TDM data The use of thisindication isfor
further study.

11 resarved.

8.3.2 Fragmentation field

Thisfidd is used for fragmenting multi-frame structures into multiple packets as described in sub-
cause9.2.1. Thefidd isusad asfollows:

FRG

00 indicatesthat the entire (un-fragmented) multi-frame structure is carried in asingle packet
01 indicatesthe packet carrying the firgt fragment

10 indicates the packet carrying the last fragment

11 indicatesapacket carrying an intermediate fragment.

8.3.3 Length field

When the L SP path indudes an Ethernet link, a minimum packet Sze of 64 octetsisrequired. This
may require padding to be gpplied to the interworking packet payload in order to reach this
minimum packet Sze. The padding Sze can be determined from the length field so that the padding
can be extracted at the egress.

The Length field provides, in octets, the Sze of the MPLS packet payload, and its vdueisthe sum
of:

a. 9zeof the Common interworking indicators,
b. dzeof the optiond timing information, and
c. Szedf the payload;
unless this sum equas or exceeds 64 octets, in which case the Length field shdl be sat to zero.

8.3.4 Sequence number field

The Sequence number field isatwo-octet fidd that is used to detect lost packets and packet mis-
ordering.

The sequence number spaceis a 16-hit, unsigned circular space, set and processed as defined below.

8.34.1 Setting the sequence numbers
The fdlowing procedures apply at the ingress IWF (TDM-to-MPLS direction):

The sequence number should be set to arandom vaue for the firss MPLS packet transmitted
on theinterworking LSP.

For each subsequent MPLS packet, the sequence number shal be incremented by 1, modulo
2,
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8.3.4.2 Processing the sequence numbers

The purpose of the sequence number processing is to detect lost or misordered packets. The
trestment of lost packetsis discussed in clause 11. Misordered packets should be re-ordered if
possible. The mechanism by which a packet is consdered logt isimplementation specific.
The following procedures apply at the egress IWF (MPLS-to-TDM direction):
The egress IWF maintains an expected sequence number.
The first packet received from the MPLS network is dways considered to be the expected
packet, and the expected sequence number is equated to its sequence number.

If the sequence number equas or is greater (in the cyclic sense) than the expected number
then the expected sequence number is sat to the received number incremented by 1 modulo
2'°, otherwise the expected number is unchanged.

84 Optional Timing Information
Optiond timing information may be carried using the RTP header defined in[21] .
If used, the RTP header shdl gppear in each interworking packet immediatdly after the common
interworking indicators fidd and immediately before the payload.
Thefields of RTP heaeder shdl be used as following:
1. V (verson)isawayssetto 2

2. P (padding), X (header extenson), CC (CSRC count) and M (marker) are aways set to 0.

Accordingly, RTP header extensons, padding and contributing synchronization sources are
never used.

3. PT (payload type) is usad asfollowing:
a A PT vdue shdl be dlocated from the range of dynamic vaues for each direction of the
interworking L SP.
b Theingress IWF shdl set the PT field in the RTP header to the dlocated vaue.

4. The sequence number in the RTP header shal be equa to the sequence number in the
common interworking indicators.

5. Timestamps are used for carrying timing information over the network, as explained in
section 9:
a Their values are generated in accordance with the rules established in [21].
b The dock frequency used for generating timestamps should be an integer multiple of 8
kHz. Guidance for the proper sdlection of this clock frequency is given in Appendix V.

6. The SSRC (synchronization source) field in the RTP header may be used for detection of
misconnections.

9 Payload Formats

Sub-clause 9.1 specifies the payload format for structure-agnostic trangport, while sub-clause 8.2
defines two payload formats for Sructure-aware transport. Sub-clause 9.2.1 specifies the ructure
locked encgpaulaion, and sub-clause 9.2.2 specifies structure-indicated encapsulation based on
AAL type 1, asdefined in [22] and [23].
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9.1 Structure-Agnostic Transport

Structure-agnostic trangport completely disregards any TDM structure, in particular the structure
imposed by standard TDM framing [3].

The payload format for structure-agnostic trangport supports al the TDM services of sub-dause 7.1
itemsc,dand e

For gtructure-agnostic trangport arbitrary fixed length TDM segments are used, with no byte or
frame dignment implied. The number of octetsin the TDM segment:

shdl be defined upon initidization,

may be exchanged usng a signalling protocal,

shdl be the same for both directions, and

shdl remain unchanged for the lifespan of the connection for vaid TDM data
Guidance for the proper sdlection of the number of octets per packet isgiven in Appendix V1.

When the L bit is st TDM-MPLS packets may omit invalid TDM payloadsin order to conserve
bandwidth.

NOTE: Theuse of AAL type 1 as described in sub-clause 9.2.2 below may aso be used for
structure-agnostic trangport. Examples where this may be beneficid are when interworking with
ATM -based circuit emulation systems, or when SRTS-based dock recovery isused.

9.1.1 Octet-Aligned T1 Payload Format

T1 circuits may be ddivered to the ingress IWF padded to an integer number of bytes, as described
in G.802 Annex B [24]. In this formet, the payload cong s of an integer number of 25-byte sub-
frames, each sub-frame conggting of 193 bits of TDM data and 7 bits of padding as shown in
Figure 9.1 below:
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Bit
8 7 6 5 4 3 2 1
First octet of TDM data
Second octet of TDM data

Twenty third octet of TDM data
Twenty fourth octet of TDM data
Frk 7 Padding bits

***: Last bit of TDM data

Figure 9-1: Octet-Aligned T1 payload format

9.2 Structure-Awaretransport

Structure-aware transport maintains correct operation of the remote TDM interface by removing
structure overhead at ingress and regenerding it at egress, and preserves integrity of the TDM
Structure by structure-locking or structure indication.

The payload formats for structure-aware transport support dl the TDM services of sub-clause7.1
itemsdand e.

9.2.1 Structure-locked Encapsulation

All packets shdl carry the same amount of TDM datain both directions of the interworking LSP.
Thus, the time required to fill a packet with TDM datais dways the same.

If the egress IWF subgtitutes filler data due to having received a packet with L bit set, it shall ensure
that proper FAS bits are sent to the TDM network.

For services specified in sub-clause 7.1 item d the packet payload is comprised of an integer
number of frames, and is digned on thefirst octet of the first frame. If the packet payload is
comprised of M frames, the packetization latency will be M times 125 nsec.

For services specified in sub-clause 7.1 item e the packet payload is comprised of an entire multi-
frame. Alternatively, the multi-frame may be fragmented into an integer number of equa-Szed
fragments, where the first octet of each fragment isthe first octet of aframe. Each fragment is
placed into a separate packet and fragmentation is indicated by the FRG field in the Common
interworking indicators, as described in sub-clause 8.3.2. The CAS sgndling information shal be
gppended as a dedicated sgndling subgtructure, as follows:

the four CAS bits belonging to each consecutive timedot are placed in the Sgndling
subgtructure as depicted in Figure 9-3,

the CAShitsA, B, C, and D are positioned from most significant to least significant bit of
thenibble,

if the number of timedotsis odd, a padding nibble shal be gopended in order to maintain
octet dignmert,
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if the multi-frame Structure is fragmented among severd packets, the sgnaling substructure

is dways appended to the last fragment of the Structure,
The resulting payload formats are shown in Figures 32 and 93 below.

frame bit

8 7 6 5 4 3 2 1
Bits bdonging to timedot 1

1 Bits bdonging to timedot 2

Bitsbelonging to timedot N
Bitsbdonging to timedaot 1
2 Bits bdonging to timedot 2

Bitsbelonging to timedot N

Bitsbdonging totimedot 1
M Bits bdonging to timedot 2

Bitsbelonging to timedot N

Note 1: Bit 8 isthe mogt sgnificant bit
Note 2: The packet contains M TDM frames with N timedots per frame.

Figure 9-2: Payload format for structure-locked encapsulation without CAS
(the MPLS packet does not carry a signalling substructure)
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frame bit
8 7 6 5 4 3 2 1
Bitsbelonging to timedot 1
1 Bits bdonging to timedot 2

Bitsbeonging to timedot N
Bitsbdonging to timedot 1
2 Bits bdonging to timedot 2

Bitsbdongingtotimedot N

Bitsbelonging to timedot 1
M Bits bdonging to timedot 2

Bitsbeonging to timedot N

Sgndling Sgndling bitsfor Sgndling btsfor
timedot 1 timedot 2
Sgndling bitsfor
timedot 3

Sgndling bits for Padding
timedot N (seenote 2)

substructure

Note 1: Bit 8 isthe mogt sgnificant bit

Note 2: The packet contains M TDM frames with N timedots per frame, plus the sgndling
substructure.

Note 3: if N isodd, four bits of padding are added.

Figure 9-3: Payload formats for structure-ocked encapsulation with CAS
(the MPLS packet carries the signalling substructure)

9.2.2 Structure-indicated encapsulation

For this encgpsulation the TDM bit stream is adgpted using AAL Type 1, as described in [22] and
[23], to form 48-octet AAL Type 1 SAR PDUS, as described in sub-clause 2.4.2 of [22].

The packet payload congsts of one or more PDUS, as depicted in Figures 8.2 and 8.3. The number

of PDUs per packet:
dhd| be defined upon initidization,
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may be exchanged usng asgndling protocal,
shdl be the same for both directions, and
ghdl remain unchanged for the lifespan of the connection.

Guidance for the selection of the number of PDUS per packet is given in Appendix VII.

Bit
8 7 6 5 4 3 2 1
Common interworking indicators
PDU payload (48 octets)

Figure 9-4: Structure-indicated encapsulation with a single PDU per packet

Bit
8 7 6 5 4 3 2 1
Common interworking indicatars
PDU payload (48 octets)
PDU payload (48 octets)

PDU payload (48 octets)

Figure9-5: Structure-indicated encapsulation with multiple PDUs per packet

AAL type 1 differentiates between unstructured and structured data transfer, which correspond to
the structure-agnostic and sructure-aware trangport of the present recommendation.

For structure-agnodtic trangport, AAL type 1 provides no inherent advantage as compared to the
method of section 8.1; however, there may be scenarios for which its useis desirable. For example,
when it is necessary to interwork with an existing AAL type 1 ATM circuit emulation systems, or
when clock recovery based on AAL 1-specific mechanismsis favoured.

Each 48-octet SAR-PDU consists of a SAR-PDU header, and a SAR-PDU payload. The SAR-PDU
header containsa CSl hit that Sgnifies the appearance of a structure pointer for Sructured data
transfer, and may be used for clock recovery (see clause 10 below).

For ungtructured AAL type 1, the 48 octets in each sub-frame contain a single octet SAR-PDU
header, and 47 octets (376 bits) of TDM data.

For gructure-aware transport, [23] defines two modes, structured and structured with CAS.
Structured AAL type 1 carries byte-adigned TDM and maintains TDM frame synchronization by
embedding a pointer to the beginning of the next frame in the SAR-PDU header. Structured AAL
type 1 with CAS carries byte digned TDM and maintains TDM frame and multi-frame
synchronization by embedding a pointer to the beginning of the next multi-frame; it furthermore
contains a substructure including the CAS sgndling bits (see sub-clause 9.2.1).
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10 Timing Aspects

TDM networks are synchronous and hierarchicaly digtribute precise timing in order to maintain the
required error performance. MPL S networks, not having been designed for TDM transport, have no
inherent timing distribution mechanism, and o some other method of timing digtribution must be
provided.

Four principd timing distribution scenarios may be identified, that differ in the availability and
placement of timing sources. The selection of timing digtribution mechanism may be mede
independently per TDM-MPLS interworking L SP.

10.1
In this section we describe the four timing ditribution scenarios

10.1.1 Reference Clock Available at the TDM End Systems

Figure 10.1 depicts the scenario wherein the TDM end systems share a reference clock, distributed
by means beyond the scope of this recommendation. Alternatively, primary reference clocks may be
available at both sites, and dueto their accuracy the two clocks may be consdered identical.

Timing Distribution Scenarios

End End
System 1 TDM WF MES e TDM Systom 2
- / S~ - .
> ( -
o] C !———————-b \
_ N \\ _L
TDM | MPLS - mpLs| TOM

Clock

Figure10-1: Reference clock available at end systems

In this scenario each end system uses the reference clock to generate the timing usad to tranamit
TDM data towards the IWF. The IWFs dave their timing circuitry to this TDM input when
transmitting TDM towards the end systems.

10.1.2 Reference Clock Available at the IWFs

Figure 10.2 depicts the scenario wherein the two IWFs share areference clock, distributed by
means beyond the scope of this recommendation. Each IWF uses the reference clock to generate
the timing used to transmit TDM data towards the end system. The end systems dave their timing
circuitry to this TDM input when transmitting TDM towards the IWF.

A scenario wherein one TDM network functions according to sub-clause 10.1.1 and the other
according to the present sub-dauseis dso possble
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Clock
Figure 10.2: Reference clock available at IWFs

10.1.3 Common Clock Available at IWFs

Figure 10.3 depicts the scenario wherein one of the TDM end systemsis required to daveitstiming
circuitry to that of the other, and the IWFs share a common clock independent of the TDM timing.
In this case the rel ationship between the frequencies of the master TDM clock and the reference
clock may be encoded in some manner, and transmitted across the packet network. The master
frequency can then be regenerated at the remote IWF by modifying the common clock frequency
based on the encoded relaionship received.

End End
System 1 TDM WE ME’I‘_S TDM Sysom 2
- RN .

AN v ™~ AN
Vel A ‘// \\ L \

M Z 2 ! D
\ // \\\\ // N\ s
~ ™M | MPLS N / vpLs| ™M ~

TDM Clock Common Clock
Figure 10.3: Common Clock available at IWFs

Two mechanisms for encoding the relaionship between the TDM clock to be recovered and the
common reference clock are well known. The SRTS mechanism described in [1.363.1] encodesthe
resdua of the ratio between the reference and TDM frequencies, while RTP timestamps may be
used to encode the difference between the master TDM clock and the common reference.

In avariaion of this scenario both TDM end systems may have accurate, but independent, source
clocks and both IWFs may independently derive their clocks based on the encoded rdaionship
received.
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10.14 Adaptive Clock Recovery

Figure 10.4 depicts the scenario wherein one of the TDM end systemsisrequired to daveitstiming
circuitry to that of the other, and no common reference clock is available. In this case an adaptive
clock recovery function must be used at the egress IWF. The adaptive clock recovery function
utilizes only observable characterigtics of the packets arriving through the MPLS network, such as
the precise time of arriva of the packet to the IWF and thefill-leve of thejitter buffer as afunction
of time. Due to the packet delay variaion in the MPLS network, filtering processes that combat the
datistical nature of the observable characterigtics must be employed. Frequency Locked Loops
(FLL) and Phase Locked Loops (PLL) are well suited for this task.

Inavariation of this scenario both TDM end systems may have accurate, but independent, source
clocks and both IWFs may utilize adaptive clock recovery.

End End
System 1 TDM e MPLS - TDM Syeom2
~ s ~ -~
V4 ~ \\\ ‘// \ ’ - \\

H \ / .\. r )

N wos| ~ ™M |

™M ~___~ MPLS - |
TDM Clock

Figure 10.4: Adaptive clock recovery

11 Packet L oss Aspects

Some degree of packet loss can not be avoided in the MPL S network, hence some packet order
integrity mechanism shal be provided. Maformed packets and out of order packets may dso be
conddered aslogt. Retransmisson is not a viable option for TDM-MPL S interworking, and so
gopropriate action shall be taken to compensate for packet loss.

When loss of packets is detected the IWF shdl insert the required amount of filler data towards the
End System in order to retain TDM timing. When the CAS sgndling is employed, care should be
taken to maintain Sgndling Sete.

Structure-agnogtic trangport can not identify structure overhead, and so trangportsit trangparently in
the TDM segments. In the presence of packet lossit is possible to enhance FAS integrity by
gopropriately aigning the packet duration with the FAS period. However, the End System interface
will till observe a corresponding amount of errored blocks [25)].

For gdructure-aware trangport structure overhead will be regenerated by the IWF As a consequence,
presence of packet lossin the MPLS network will be completely hidden from the End System TDM
interface.
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For TDM carrying telephony channds the insertion of filler data may lead to reduced perceived
audio qudlity.

12 Support of CASand CCS Signalling

CAS or CCStdephony sgndling may be employed over TDM networks, and these sgnals must be
religbly transported over the MPLS network for the End Systems to properly function.

Handling of CAS and CCS sgndling shdl be trangparent, i.e. the IWF should not need detailed
understanding of the End System signdlling protocols in order to properly transport this sgndling.

12.1 Support of CAS Signalling

CASiscariedin the TDM frames as a sequence of bitsthat are uniquely associated with particular
timedots.

Structure-agnogtic trangport of sub-clause 9.1 can not identify CAS bits, and so transports them
trangparently in the TDM segments. Hence, in the presence of packet loss it is not possible to
ensure integrity of the CAS bits, and structure-agnogtic transport relies on the End Systemsto be
able to withstand a certain interval of error condition.

The structure-locked method of sub-clause 9.2.1 ensures CAS integrity by appending to the packet
an explicit CAS subgtructure, as depicted in Figure 93. The structure-indicated method of sub-

clause 8.2.2 may d 0 gppend such a CAS substructure, or may rely on mult-frame aignment to
safeguard CAS bits.

12.2 Support of CCS Signalling

CCS may be carried in one or more timedots of the TDM signa as an asynchronous message flow,
frequently as HDLC frames.

Such channds may beidle for long periods. In such cases the HDL.C mode defined in Appendix |1
may be employed.

13 Security considerations

There are no security related issues identified in this Recommendation.
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Appendix | — Alternative methods for TDM-MPL S interworking
(This appendix does not form an integrd part of this Recommendation)

In addition to the methods described in this Recommendation, other standardized protocols may be
used for transport of TDM traffic across MPLS networks. The use of these protocdsisdescribed in

thisgppendix.

.1 Use of Recommendation Y.1411

Since TDM traffic can be carried over ATM circuit emulation servicesusing AAL type 1, the
protocols described in Y1411 [ 7] may be used to indirectly transport TDM over interworking LSPs.

In such acasethe TDM isfirg converted into an AAL type 1 ATM flow according to [22] and [23],
and theregfter thisATM flow is encagpsulated as described in [7].

The N-to-one mode concatenates ATM cellsincluding their cell headers, with the exception of the
HEC. Hence, avdid and localy unique VPI/VCI must be dlocated to the TDM bundle before this
mode can be utilized.

While use of Y.1411 enables utilization of network devices desgned for ATM-MPL S interworking
and facilitates service interworking with exising ATM dircuit emulaion systems, it has higher
overhead (an additiond 4 bytes per 48 byte cdl) and its use impedes exploitation of some features
of the above intrinsc mode. For example, due to the separation of the TDM processing from the
edge devices, access to timing related information may be log, resulting in jitter and wander
atenuation inferior to that obtainable via the adapted mode. Packet interpolation and TDM darm
handling may dso suffer.

.2 Useof AAL Type?2

For TDM carrying multiplexed telephony channds, transport of voice sarvices by variable rate
AAL2 ([25] and [26]) adaptation may be used to carry TDM over MPLS. In this case the TDM
gructure is decomposed into individua channels at ingress, and then regenerated & egress.

Using this method will be more bandwidth efficient when timedots are dynamicaly alocated, or
silence can be detected and suppressed, or gpeech compression and fax/modem-relay are employed.
TDM error measures such as G.826 [27] are not meaningful inthis case.
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Appendix Il —Optional processing of HDL C-based CCS signals
(This appendix does not form an integrd part of this Recommendation)

The HDLC mode may be utilized in conjunction with sructure-aware TDM trangport to efficiently
transport trunk associated HDL C-based CCS, such as SS7 [13] and ISDN PRI signdling [14]. This
mechanism is not intended for generd HDL C payloads, and only supports HDLC messages that are
shorter than the maximum PDU size.

The HDLC mode should only be used when the mgority of the bandwidth of the HDLC stream is
occupied by idle flags. Otherwise the CCS channel should be trested as an ordinary timedat.

The HDLC-MPL S interworking shall transparently pass dl HDL C data and control messages over a
separate interworking L SP.

At ingress the sender monitors flags until aframe is detected. The contents of the frame are
collected and the FCS tested. If the FCSisincorrect the frameis discarded, otherwise the frameis
sent after initid or fina flags and FCS have been discarded and zero remova (per sub-clause 2.6 of
[28]) has been performed. At egress, zero insartion is performed, the FCSis recaculated, and a
vaid HDL C frame recondtituted.
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Appendix |11 — Examples of functional diagrams
(This appendix does not form an integrd part of this Recommendation)

TDM-MPLS network interworking defines a G.805 client-server relationship between the TDM
client and the MPLS server layer networks. The IWF is an adaptation function that acceptsthe
client TDM characterigtic information and processesit to enable its transfer over atrail in the server
MPLS network. Hence the MPL S network forms alink connection supporting the TDM ftrail,
providing afunction that could aso befilled by an SDH or ATM network.

Figurel11.1 depicts the structure-agnostic transport of T1 (P11), E1 (P12), T3 (P32), or E3 (P31)
sgnasover an MPLS network. The TDM originates et a G.703 [29] physical layer denoted Eq

(0=11, 12, 31, 32), and is converted to a TDM bit stream by the Eg/Pox adaptation function. After

the TDM-MPLS IWF (adaptation function MPLS/Pgx) the MPL S packets enter the MPL S network
a the MPLS trall termination function.

Figure 1.2 depicts the structure-aware transport of T1 (P11) or E1 (P12) signasover an MPLS
network. The TDM originates as before, but before the IWF it is converted to a PON composite
N*DS0 signd without level 1 overhead. At egress, the level 1 overhead must be regenerated.

Figure I11.3 depicts an example of structure-agnogtic trangport of T1, E1, T3, or E3 sgnasthat
aignated in VC11, VC12 or VC3 sgndsin an SDH network. Once converted to Pgx bit streams,
the treatment isthe same asiin the first figure.

() MmpLs_TcP

1544, 2048, 34368, 44736 kbits
G.703 interface sianal

Figure IlI- 1 Structure-agnostic TDM over MPLS functional model

for 1544, 2048, 34368 and 44736 kbit/s PDH signals
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@) mpLs_aP

@ mpLs_TCP

1544, 2048 kbits G.703+G.704
interface signal

NOTE: PON represents the nx64 kbit/s sgna (with or without CAS/CCS)

Figurelll-2: Structure-aware TDM over MPL S functional model
for 1544, 2048 kbit/s PDH signals

Pgx_CP

R

Sm/Pgx / ¢9=11,12,31,32

Sm_AP

m=11,12,3

Sm_TCP

SDH VC-11, VC-12, VC-3 signal

Figurelll- 3: Structure-agnostic TDM over MPL Sfunctional model
for 1544, 2048, 34368 and 44736 kbit/s PDH signals carried over SDH VC-m
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Appendix IV — MPL S network performance metrics
(This gppendix does not form an integra part of this Recommendation)

This gppendix discusses impairments to the emulated TDM service caused by errors within the
MPLS network. It primarily addresses the rel ationships between the performance parameters of the
underlying MPLS network and service impairment metrics for TDM services, namely errored
seconds and severdy errored seconds as defined in G.826 [27], and availability ratio as defined in
G.827 [30]. In addition, specific performance measures for voice channdls are discussed.

IV.1Errorsinthe MPLS Network that Impact TDM Service

There are three principa performance parameters for an MPLS network that impact the TDM
service impairment metrics, namely Packet Loss Ratio, Packet Error Ratio and Pecket Delay
Variation. These metrics are defined in other ITU recommendations.

V.1.1 Packet Lossratio
Each lost packet will cause aburst of bit errors in the reconstructed TDM stream.

IV.1.2 Packet Delay Variation

Packet Delay Variation is best characterised using uintiles, so that asmal number of packets will
have delay variation outside the prescribed level. Snce PDV isused to st the jitter buffer Sze,
these packets may ether arrive too late or too early to be accommodated. Such packets will be

discarded and treated aslog, resulting once again in aburgt of bit errorsin the recongtructed TDM
sream. In some implementations al misordered packets will be discarded and treated as|og.

IV.1.3 Packet Error Ratio

Bit errorsinduced in the MPLS network will normaly be detected by alayer 2 error detection
mechanism, causing the packet to be discarded. This leadsto aburs of bit errorsin the TDM
dream. More rarely a packet containing bit errors may evade error detection and contribute directly
to TDM bhit errors.

IV.1.4 Overall Packet L oss

Each of the above errors (packet loss, packet error, and excess packet delay variation) may result in
lost or discarded packets, causing aburst of bit errorsin the TDM service. Recommendeation G.1020
[31] defines acomposite measure for these types of errorsin an I P network, termed “overdl packet
loss’.

In order to maintain timing integrity, the egress IWF inserts the proper amount of filler dataiinto the
recongtructed TDM stream.  The data to be inserted is implementation dependent.

V.2 Relationship to TDM service impairment metrics

Recommendation G.826 [27] defines “errored seconds’ and “ severely errored seconds’,
performance parameters related to the integrity of the data being transferred across the TDM circuit.
The discussion below rdates these TDM performance messures to the overal packet lossratio in
the MPLS network.

IV.2.1 Errored Seconds Ratio

An erored second is aone-second interva with one or more bit errors. G.826 specifies end-to-end
objectives for the percentage of seconds that may be errored for each TDM type.
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If the mgority of MPLS packets lost or discarded are isolated events, then each individual packet
lost or discarded may result in an errored second, and only an extremely small overal packet loss
ratio is commensurate with G.826 condraints. If, on the other hand, most of the packet loss occurs
in bursts, many consecutive |0ss events contribute to the same errored second, and amuch higher
packet loss ratio is dlowed. Quantitative moddling of such behaviour can be performed using
network models, such asthose described in Appendix 1 of [31].

IV.2.2 Severely Errored Seconds Requirement

A severdy errored second is defined as a one second period where 30% or more of the blocks of
TDM data received are errored. G.826 specifies end-to-end objectives for the percentage of
seconds that may be severdly errored.

If the mgority of MPLS packetslost or discarded are in bursts, and these burdts are of sufficient
duretion, then severely errored seconds may result in the reconstructed TDM stream. On the other
hand, isolated loss events lead to low severdy errored second retios. Once again network modelling
may shed light on the numerica relationship between packet loss and G.826 conformance.

V.3 Availability Requirements

The “unavalable gate’, as defined in [30], is entered a the dart of a period of 10 consecutive
severdly errored seconds. The “available sate’ is resumed a the start of aperiod of 10 consecutive

seconds, none of which are severely errored.

The availability of an MPLS network may be defined in a smilar manner, with the onset of
unavailability beginning &t the gart of a period of ten consecutive seconds in each of which the
packet |oss rate exceeds 15%. It can be seen thet the definitions of MPLS and TDM availability are
well corrdated.

V.4 Voice Quality Requirements

We have seen that depending upon the packet loss rate of the underlying MPLS network, TDM
carried over MPLS networks may not conform to the error objectives of G.826.

However, voice traffic carried in TDM streams may il be able to meet standard voice qudity
objectives. Of particular importance are the reduction in voice qudity as specified in P.562 [32] and
P.826 [33], and the delay requirements set forth in G.114 [34].

G.114 specifies that one-way transmission times of up to 150 milliseconds are universdly
acceptable, assuming adequate echo control is provided (higher delays are acceptable in some
cases). Network planning and configuration of jitter buffers must take this congtraint into account.

Packet loss in voice traffic can cause gaps or artefacts that result in choppy, garbled or even
uninteligible speech. Subjective measures of voice qudity are given in [32] and objective measures
in[33]. TDM-MPLS interworking must ensure that perceptua voice quaity be smilar to that of
the GSTN even in the presence of areasonable overal packet lossratio.
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Appendix V - Suggested common clock frequenciesfor RTP
(This gppendix does not form an integra part of this Recommendation)

There are four principd criteriafor sdecting the frequency of a common reference clock:
1) the reference frequency should be reedily derivable
2) thereference frequency must be amultiple of 8 kHz

3) thereference frequency should be high, but not so high asto incur frequent
timestamp roll-over
4) thefreguency should not be too dose to an integer multiple of the service clock
frequency.
Based on these criteria, the following frequencies are suggested.

For systems with access to acommon SONET/SDH network, a frequency of 19.44 MHz (2430 * 8
kHz).

For systems with access to a common ATM network, 9.72MHz (1215*8 kHz) or 19.44 MHz
(2430%8 kHz).

For systems using GPS, 8.184MHz (1023*8 kHz).

For systems connected by asingle hop of 100 Mbps Ethernet where it is possble to lock the
physicd layer dock, 25MHz (3125*8 kHz).

For systems connected by a single hop of Gigabit Ethernet whereit is possible to lock the physicd
layer dock, 10 MHz (1250*8 kHz).
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Appendix VI - Suggested payload sizesfor structure-agnostic transport

(This appendix does not form an integrd part of this Recommendation)

Structure-agnodtic trangport implementations should be cgpable of supporting the following payload

Szes

synchronous serid data - 64 bytes
E1- 256 bytes

T1 - 192 bytes

E3 and T3 - 1024 bytes.

Payload szes that are multiples of 47 bytes may be used in conjunction with unstructured
ATM-CES[22],[23].

Any payload sze that does not lead to packet fragmentation may be used after having been agreed
upon by ingress and egress IWFs.

By choosing szesthat are multiples or integer divisors of FAS periods, one may increase the
tolerance to packet loss.
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Appendix VII Suggested number of AAL1 SAR PDUs per packet
(This gppendix does not form an integral part of this Recommendation)

The number of PDUs per MPL S packet is pre-configured and typicaly chosen taking into account
latency and bandwidth congraints. Using asingle PDU reduces latency to a minimum, but incurs
the highest overhead.

Using eight or more PDUs per packet invalidates the use of the AAL 1 sequence number
mechanism, and hence complicates interworking with ATM based CES systems.




