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Abstract

Y.tdmpls defines network interworking of low-rate TDM (T1, E1, T3, E3) over MPLS networks. It stipulates that both TDM and MPLS defects must be transferred and localized, but provides only a basic mechanism to perform these tasks, based on setting flags in the common interworking indicators. In this contribution we propose opening a new work item in Q.3/13 to study OAM aspects of TDM-MPLS interworking.
Y.tdmpls Architecture

TDM-MPLS network interworking defines a client-server relationship between the TDM client and the MPLS server layer networks. The IWF described in Y.tdmpls is technically an adaptation that accepts the client TDM characteristic information and processes it to enable its transfer over a trail in the server MPLS network. Hence the MPLS network forms a link connection supporting the TDM trail, providing a function that could also be filled by an SDH or ATM network.

For such a network interworking case, conventional wisdom requires client OAM indications to be transparently transferred along with the characteristic information, without the IWF involving itself with the details of the client layer OAM. This leaves open the question of generation of the appropriate emulated OAM indication when the server network is at fault, and as we shall see, is not always optimal for the particular case of TDM, in particular when structure-aware transport is employed.

Since TDM is a real-time signal, defect indications and performance measurements may be classified into two classes, urgent and deferrable. Urgent messages are those whose contents may not be significantly delayed with respect to the TDM data that they potentially impact, while deferrable messages may arrive at the far end delayed with respect to simultaneously generated TDM data. For example, a forward indication signifying that the TDM data is invalid (e.g. TDM loss of signal, or MPLS loss of packets) is only of use when received before the TDM data is to be played out towards the far end TDM system. It is hence classified as an urgent message, and we can not delegate its signalling to a separate maintenance or management flow. On the other hand, the forward loss of multiframe synchronization, and most reverse indications do not need to be acted upon before a particular TDM frame is played out. An urgent indication that is not received in time may result in unnecessary loss of timing integrity at the far end, and if delayed further may cause the far end TDM interface to be needlessly declared out of service.
Based on the previous two paragraphs, it is evident that the complete solution to TDM-MPLS OAM interworking needs to have three components, transparent transfer of native TDM OAM, urgent transfer of indications along with the impacted packets, and separate OAM flows. Y.tdmpls already includes the first two components; the purpose of the present contribution is to commence work on the third.

Y.tdmpls Integral Defect Handling

The baseline text of Y.tdmpls provides a mechanism for signaling TDM and MPLS network defects by setting flags in the common interworking indicators. This close association of defect reporting with the data mimics the behavior of TDM OAM mechanisms that carry such indication as bit patterns embedded in the TDM stream. The flags are designed to address the urgent messaging, and to perform basic OAM functionality for networks that are not enabled with appropriate maintenance entities.



To understand the operation of the Y.tdmpls integral OAM, let us consider the TDM flow from TDM end equipment 1 towards TDM end equipment 2. Were this a conventional TDM network, any defect impacting the TDM data (e.g. loss of signal or loss of frame synchronization) would be detected by the next station after the failure. This station will generate AIS, and all subsequent nodes will forward AIS, in the downstream direction. End system 2, upon detecting AIS, has received an unambiguous indication of failure in the TDM network.

In the Y.tdmpls scenario there are several distinct possible locations for a defect, and we are required to isolate them. If there is a failure anywhere in TDM network 1 before the last node, as above the subsequent node will generate AIS towards IWF1. If the failure is in the last node or link, the IWF will detect loss of signal. In either case, IWF1 having directly detected lack of validity of its “local” TDM signal, or having been informed of the problem, raises the local ("L") defect flag in the common interworking indicators. Regarding the payload field there are three possibilities. The default is for the IWF to fill the payload with the appropriate amount of AIS data. If the AIS has been received then this can be accomplished by copying the TDM data it has received into the payload field; if the penultimate TDM link fails and the IWF needs to generate the AIS itself, this may need to be done in structure-aware mode.

The second possibility is to conserve bandwidth by suppressing the payload altogether.

Finally, if IWF1 believes that the TDM defect is minor or correctable (e.g. loss of multiframe synchronization, or initial phases of detection of incorrect frame sync), IWF1 may place the TDM data it has received into the payload field, and specify in the defect modification field (“M”) that the TDM data is corrupted, but potentially recoverable. 

In any case when IWF2 receives a local defect indication without “M”-field modification, it generates AIS towards TDM end system 2. Thus AIS has been properly delivered to end system 2 emulating the TDM scenario, while the fact that IWF2 received the “L” indication uniquely specifies that the defect was in TDM network 1 (since defects in TDM network 2 would go unnoticed by IWF2).

If the TDM has been marked as potentially recoverable, then implementation specific algorithms not specified in Y.tdmpls may optionally be utilized minimize the impact of the defect on the overall network performance.

The next possibility is that the defect lies in the MPLS network. In this case IWF1 sends packets toward IWF2, but IWF2 doesn't receive them. Once again IWF2 generates AIS towards end system 2, but also sets the remote defect "R" flag in the opposite direction. When IWF1 receives an “R” flag indication, it has been informed of a reverse defect, and as we shall see this uniquely defines that the defect lies in the MPLS network.

The final case is when the defect is in TDM network 2. If a single reverse defect indication were to be used, this defect would be signalled by IWF2 setting the “R” flag, as in the previous case. However, this would not enable differentiation between the two defect locales. Instead Y.tdmpls insists that in any case that IWF2 sees valid packets it should not raise the “R” flag. Instead, when end system 2 detects or is informed of a defect in TDM network 2, it responds as in the conventional TDM case by generating RDI in the reverse direction. When IWF2 detects this RDI, it may indicate this by setting the RDI value of the “M” field of valid packets in the opposite direction. IWF1 upon receiving this indication generates RDI towards end system 1, thus emulating the conventional TDM network, and the defect has been uniquely localized to TDM network 2.

When the MPLS network does not implement Y.1711 and Y.17tdm, the indications passed in the flags must be forced to act as a complete OAM solution. Hence Y.tdmpls dictates that for short periods of time IWF2 spoofs end system 2 into believing that the emulated TDM is properly functioning (at least from the clock maintenance point of view), and only after some time delay, e.g. 2.5 seconds, are the appropriate alarms are sent to the management layer.

TDM-MPLS Maintenance Requirements

The aforementioned flag-based mechanisms were carefully chosen to indicate and localize all possible TDM defects, while not always indicating the precise cause of the defect. Thus, although they purvey the immediate indication to be acted upon by the remote IWF, they do not attempt to uniquely clarify e.g. whether a forward defect results from the IWF detecting loss of signal (LOS) or loss of frame synchronization (LOF), or receiving framed AIS, or unframed AIS, or server signal failure at an adaptation function (SSF). In fact, the section on management plane specifically states that the encoding need not be one-to-one. In addition, the Y.tdmpls integral mechanism does not provide for distinguishing defects that arise from lower layer trails that support the TDM or MPLS networks. Such distinctions are important - but not urgent - and should be handled by a maintenance entity designed for this purpose. 

What is required of a maintenance entity for TDM-MPLS interworking? The MPLS network being a server network should be invisible to the TDM end systems. Thus all TDM OAM mechanisms must be reliably transferred. 

Moreover the end-to-end TDM availability and performance are dependent on those of the MPLS network, hence MPLS network defects must be reported to the IWF and must be properly mapped by the TDM-MPLS interworking mechanisms. 

G.805 defect handling dictates that defects in a server layer should generate FDI in client layers, while defects in a bi-directional connection should generate BDI signal in the reverse direction of the same layer. Hence MPLS network defects need to be translated into TDM AIS, and if Y.1711 is used the appropriate BDI should be propagated in the MPLS network, which could be used by IWF1 to attempt fast reroute or take other action at the server layer.

In addition, MPLS characteristics that impact TDM performance must be measured and correctly translated into TDM performance terms. In particular packet loss, burst packet loss, delay and PDV need to be monitored for TDM-MPLS interworking, as will be discussed below.
The forward TDM defects that must be transferred are defined in G.705, G.706, G.775 and G.806, and include loss of signal, loss of frame sync, loss of multiframe sync. The main action performed is AIS generation (blue alarm). The main reverse TDM indication is RDI (yellow alarm), which is typically reported upon detection of any forward defect. Other reverse indications are E-bits (E1 mechanism indicating far-end bit errors), FEAC (T3 general status mechanism) and FEBE (E3 mechanism that reports bit errors on overhead bits).

G.826 defines the error performance objectives ESR and SESR; these may be measured at the TDM interfaces.

MPLS network defects and performance parameters that impact the emulated TDM service and thus need to be monitored include availability, packet loss ratio, packet loss burst duration, one-way packet delay, round-trip delay, and packet delay variation. Packet loss events are monitored based on the sequence number in the common interworking indicators. Accurate measurement of delays and PDV require dedicated performance monitoring streams that are guaranteed to take the same path as the TDM flow.

End-to-end TDM continuity is commonly tested via loopbacks. G.704 defines four types of loopbacks, and for the network interworking case it is useful to define local and remote loopback at the IWFs as well. By using a three-timestamp OAM packet (similar to ICMP packets) the one-way delay may be directly monitored, and PDV thereafter derived. These statistics are essential for good clock recovery and for early detection of micro-congestion events.
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