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Abstract

The Y.tdmpls architecture is sufficiently different from the standard TDM architecture to warrant a careful look at its impact on performance criteria. Here we give a brief overview of the impact of using TDM-MPLS interworking on G.826, G.114/131, G.823/824, P.562/826, and E.45x. 

G.826 Error Objectives

G.826 specifies the bit error performance objectives for TDM networks. Table 1 of G.826 specifies that an Errored Second Ratio (ESR) of four percent is allowable for both E1 and T1 connections. This assumes the G.826 Hypothetical Reference Path (HPR) that is typical of end-to-end international connections.

For the Y.tdmpls case, assuming the worst case of isolated packet loss, this ESR translates to a loss event every 25 seconds. For simplicity we will herein assume an integer number of TDM frames per MPLS packet, and hence the number of packets per second is given by 

packets per second    =    8000  /  (frames per packet)

where prevalent cases would be 1, 2, 4 and 8 frames per packet.

The following table shows the maximum packet loss rate that enables full conformance with G.826 (the permitted packet loss rate simply being 4% / packets per second).

	frames per packet
	packet per second
	permitted packet loss rate

	1
	8000
	0.0005 %

	2
	4000
	0.001 %

	3
	2000
	0.002 %

	4
	1000
	0.004 %


In reality, when packet loss is above 0.001%, it is due to micro-congestion events, which incur multiple lost packets. If the lost packets belong to a single measurement block (according to G.826 Table B.1 the measurement block for T1 is 24 frames, and for E1 - 8 frames) then the permitted packet loss rate increases by the appropriate factor, without G.826 being cognizant of any change. Even were the lost packets to occupy more than a single measurement block, as long as they are within a second of each other the ESR is unaffected, although in extreme cases the severely errored second ration (SESR) may increase. 

Hence the worst-case analysis that produced the permitted packet loss percentages in the table, is expected to be extremely pessimistic for real networks. 

Next we will go to the opposite extreme and assume that all packet loss events are in periodic loss bursts. In order to minimize the ESR we will assume that the burst lasts no more than one second, and so we can afford to lose no more than packet per second packets in each burst. As long as such one-second bursts do not exceed four percent of the time, we still maintain the allowable ESR. Hence the maximum permissible packet loss rate is 4%. In order to withstand the SESR criteria we need to restrict the length of the burst to 30% of this length, meaning that 1.2% packet loss may still not surpass G.826 limits.

In reality for true networks the values will be intermediate between the extremely low estimates of the table, and the 1.2% of the maximal calculation. In order to numerically gauge the situation, we performed a computer simulation in which packet loss, ESR, and SESR were measured. The network was modelled as a four-state Markov model, as described in COM12-D97-E “Packet Loss Distributions and Packet Loss Models” from January 2003. The four states correspond to a successfully received packet, a packet received within a burst, a packet lost within a burst, and a packet loss when not within a burst. This model is an extension of the widely used Gilbert model. We set the transition probabilities in order to roughly correspond to anecdotal evidence, namely low background isolated packet loss, and infrequent (in the actual network experiment this component was periodic) bursts wherein most packets are lost. The simulation shows that over 0.5% average packet loss may occur and the recovered TDM still conform to the G.826 ESR and SESR criteria.
Delay Performance

The PSTN places constraints on the tolerable end-to-end and round-trip delays; ITU-T G.114/G.131 state that one-way transmission times of up to 150 milliseconds are universally acceptable, assuming adequate echo control is provided. Higher delays are acceptable in some cases. These constraints are not problematic for conventional TDM networks, where the major part of the end-to-end delay is electrical propagation time. This is because a typical TDM network node adds only 125 microseconds of latency.

The buffering latency added by Y.tdmpls is typically in the single millisecond range. To this must be added the electrical propagation time and queuing delays of the MPLS switches. It is evident that the G.114 limits may be easily met, but that echo cancellation may be needed.

Timing Performance
Conventional TDM networks rely on hierarchical distribution of timing. Somewhere in the network there is at least one extremely accurate primary reference clock, with long-term accuracy of one part in 1011. This node provides the reference clock to secondary “slave” nodes that in turn provide clock to others. This hierarchy of time synchronization is essential for the proper functioning of the network as a whole. Recommendations G.823 and G.824 specify jitter and wander limits for the E and T hierarchies respectively. 

Packets in the MPLS networks reach their destination with delay that has a random component, known as packet delay variation (PDV). When emulating TDM on such a network, it is possible to overcome this randomness and placing the TDM into a "jitter buffer" from which the data can be read out a constant rate for delivery to TDM end-user equipment. The problem is that the time reference of the TDM source is no longer available, and the precise rate at which the data is to be "clocked out" of the jitter buffer is hence unknown. 

The possible timing scenarios are discussed in a separate contribution. The most difficult case is when the clock must be recovered solely based on the TDM-MPLS traffic. This was extensively discussed in contributions WD5-NCE-23 from the Sophia-Antipolis meeting, and WD5-GVA-08 from the November rapporteur’s meeting. That contribution and others have shown that for reasonably configured networks, conformance to traffic interface jitter and wander specifications of G.823 and G.824 is possible.

P.562/P.862 Voice Quality Performance

Packet loss in voice traffic can cause in gaps or artifacts that result in choppy, garbled or even unintelligible speech.  Acceptance of TDM transport over MPLS networks will depend on service providers being able to offer meaningful voice quality guarantees, while deploying networks with some reasonable amount of packet loss. To meet this goal packet loss concealment (PLC) mechanisms may need to be employed.

Subjective measures of voice quality are given in P.562 and objective measures in P.862. Research has shown that these can be met even with packet loss that leads to bit error performance significantly lower than that specified in G.826. This subject was extensively discussed in contribution WD5-GVA-09 from the 17-21 November rapporteur’s meeting.
E.450 Series Fax Quality

After voice, the most prevalent type of traffic carried over TDM links is group 3 fax, according to standards T.30 and T.4, based on V.29, V.17 or more recently V.34 voice-grade modems. E.450 gives an overview of various criteria for quality of fax service, with the subsequent recommendations filling in the precise requirements. 

It is essential for telephony-grade channels carried in TDM over MPLS networks to guarantee similar fax quality to that obtained when using the GSTN.

Proposal

We propose adding a conformance clause to the baseline text of Y.tdmpls.

Independent of all clock scenario, jitter and wander of the far end TDM clock should conform to the traffic interface requirements of G.823 and G.824.
Depending upon the packet loss rate of the underlying MPLS network, TDM carried over MPLS networks may not be able to conform to the error objectives of G.826. 

However, in all cases voice traffic carried in such TDM should conform to delay and echo set forth in G.114 and G.131, voice quality as measured by P.562 and P.826 should be similar to that of the GSTN, and T.30/T.4 facsimile quality of service as measured according to the E.45x series should be similar to that of the GSTN.
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