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ABSTRACT

At the Sophia-Antipolis interim meeting a new work item on MPLS service interworking was opened. There was discussion of OAM mechanisms for this case at the joint Q.3 and Q.5/13 meeting. In this contribution we discuss user data encapsulation techniques for MPLS service interworking.

1.
MPLS Service Interworking

Soon after MPLS was introduced as a mechanism to accelerate the forwarding of IP packets, it became clear that its traffic engineering capabilities make it a convenient infrastructure for tunneling of legacy services. The vision of a universal communications infrastructure that could replace the present variegated reality became realistic once again. This dream had been proffered 20 years before by proponents of ATM, but the latter's limitations and inherent complexity had hampered its widespread realization. With MPLS, one has a potent paradigm, interoperability with ubiquitous IP networks, and the promise (as yet only partially filled) of service quality guarantees; hence, one could hope that this time the dream would be realized.

The first step in achieving the goal was to define mechanisms for tunneling over MPLS. These mechanisms, commonly known by their IETF designation of "pseudowires", allowed the transparent transport of frame relay, ATM, Ethernet, and TDM services over MPLS networks. However, these encapsulation techniques are inherently limited to network interworking, i.e. to those cases where the service types (or more precisely from the encapsulation viewpoint the "characteristic information") are the same at both edges of the MPLS network. 

In order for pseudowires to provide interworking between different service types, one would need to first provide a service interworking function outside the MPLS network (e.g. from frame relay to ATM) and then tunnel one of the service types across the MPLS network. In IETF nomenclature this IWF would be a "native signal processing" (NSP) block whose function would be to adapt the payload format to match that specified by the pseudowire encapsulation. Since the resulting network interworking has like services at its edges, one could transparently tunnel not only the user plane but the control information as well. Hence, pseudowires provide a complete, but limited, method of utilizing MPLS networks to carry various services.

For example, were we to want to connect a frame relay network at one edge of the MPLS network, and an ATM network at the other, one would have to first decide whether to use an ATM pseudowire or a frame relay one. In the former case one would need to provide a "frame relay to ATM" IWF to adapt the user and control plane information from the frame relay network into ATM formats, and only then tunnel the ATM over the MPLS network; while in the latter case one would need to employ an "ATM to frame relay" IWF to translate the ATM network's traffic into frame relay, and then tunnel the frame relay across the MPLS network.

The situation is similar when a single entity wishes to interconnect several of its sites, each of which employs either frame relay or ATM. Based on some consideration, for example the number of sites utilizing each service type, or the performance of the underlying pseudowires, the network owner would first decide which technology to tunnel, and then adapt all those sites using the other service type before connecting it to the network edge.

The situation is more complex when a service provider supplies pseudowires to its customers. The provider would naturally offer a tunnel of the type most suited to each user's pre-existing networks, with a minimum of IWFs. Such a provider may thus have frame relay, ATM, Ethernet, and TDM tunnels all operational in a single network. Although the management of such a network may be complex, as long as each customer communicates only with its native service type, everything functions properly. However, if the customers wish to contact each other as well, the spectre of service interworking reappears. Since the customer does not necessarily know the native service type of the other customer, only the provider is able to perform the necessary translation. The decision of where to place the protocol translation facility may need to be performed on-the-fly. 

The situation is even more acute in the point-to-multipoint scenario. For example, assume that a frame relay user wishes to send a message to several other users, some of which might be frame relay, but others may be ATM or ethernet. One could get away with pre-translation and duplication of the message, but this option is inefficient in network bandwidth. One could perform post-translation at each sink site separately, but this is inefficient in that it requires multiple NSP blocks performing the same function (e.g. all ATM users locally perform the same translation, rather than a single translation being performed for them all).

If we truly want to make MPLS into the new universal network infrastructure, relegating all others to status of legacy access technologies, we need a better solution to the service interworking problem. Ideally, the solution would enable a customer to connect up to a provider edge with only a single local IWF, and communicate with whomever is required without knowing or caring about that user's native service format. However, for such a solution we can no longer use pseudowires. For such a solution we need to adapt all legacy services to a single new MPLS format. Borrowing ideas from the ATM world, we shall denote the function that performs such adaptation the MPLS adaptation layer (MAL).

Using a single format for MPLS transport in lieu of tunneling native services imparts an additional advantage as well. Using a single MPLS format calls for one adaptation function for each native service. Employing pseudowires with IWFs at the network edge requires the definition and implementation of an IWF for each pair of native services. The latter scales as N2 while the former is simply N.

To summarize, a single MPLS network infrastructure that supports both service interworking with legacy services and newer Ethernet based access, will enable operators and end-users to reduce costs and operational complexity while protecting present investment.

2. 
MPLS Service Interworking User Plane Considerations

In order to implement this strategy of a universal MPLS format we require a definition of its user and control plane mechanisms. As we have already mentioned, for network interworking one could tunnel both user and control flows, but control plane procedures for service interworking need to translate the states of the native services into the new control states. We set aside this subtle task for now and limit ourselves to the user plane functionality.

In order to connect a native service to the MPLS network we need to perform several tasks. First, we need to terminate the native service and extract the SDU containing the user data. Next, we must supply this SDU to the MPLS Adaptation Layer (MAL) that adapts the user data, adds its own header and an interworking label, producing an MAL-PDU. Finally, this PDU is delivered to the MPLS layer that prepends the transport label stack to form the MPLS packet. 

As an explanatory illustration, consider connecting an ATM network carrying AAL Type 5 data. The ATM-MPLS IWF at the MPLS edge will terminate the ATM layer, extracting both user data (the AAL5 SDU) as well as OAM and performance messages. These latter will be translated by mechanisms that are not treated here, while the user data is input to the MAL. The MAL will adapt the AAL5 data, perhaps concatenating the contents of multiple cells (see below), and then adding interworking indications and an interworking label. The MPLS layer then treats the MAL-PDU as its payload, prepending a label and forwarding across the network.

The general format of the service interworking MPLS packet is depicted in figure 1.

	Transport label(s)

	Interworking label

	Common Interworking Indicators

	Adapted Payload


Figure 1. The MPLS service interworking packet format

3. 
Traffic Types

What should our new universal MPLS encapsulation format be? It would be nice to be able to define a single all-encompassing packet format, but this is not advisable due to the different service requirements of different traffic types. In particular, experience has shown that there are basically three different traffic types, into which almost all communications needs fall. These are real-time constant rate (CBR), real-time variable rate (VBR) and non-real-time packetized (PKT).

CBR, also known as rt-CBR, is real-time constant rate traffic. Examples include 64 Kbps, N*64K, E1/T1, E3/T3, SONET/SDH, and misc. serial CPE interfaces (such as V.35, EIA-449, etc).

VBR, or rt-VBR, is real-time variable rate traffic. Examples include voice channel with VAD and/or variable rate compression, multiplexed voice channels, and compressed video.

PKT refers to all non-real-time traffic.  

Now that we have defined these basic traffic types we should note, that one needn't treat here interworking of services carrying traffic belonging to different traffic types. What would be the meaning of simply connecting a real-time constant rate stream such as an E1 carrying voice to a non-real-time packetized service at the far end of the network? We are certainly not claiming that real-time constant rate traffic can not be converted to real-time variable rate traffic - but that transformation requires signal processing algorithms (e.g. voice activity detection or video compression) in an NSP that does far more than the communications level interworking we are herein discussing. Similarly, one can indeed carry real-time traffic over a packet switched network (e.g. VoIP and TDMoIP), but this too requires NSP algorithms (such as clock recovery) that are beyond our scope. To perform such traffic type conversions, one should revert to the edge IWF architecture of the previous section.

4. 
MPLS Adaptation Layer  

The purpose of the MPLS adaptation layer (MAL) is to input SDUs from the native service, and to output MAL-PDUs for transport over an MPLS network. Since adaptation layers are notoriously difficult to define correctly, we should reuse existing technologies as much as possible. In particular, we should reuse encapsulation techniques and interworking indicators already developed for MPLS network interworking, specifically the common interworking indicators of Y.1411, along with the procedures therein defined. This will speed the standardization process, and more importantly guarantee greater vendor and provider acceptance, as pseudowires will emerge as a special case of the general framework.

In addition, we should reuse existing adaptation mechanisms, both to ensure correctness and speed migration to MPLS. The ATM adaptation layer (AAL) may be used as a general model, although modifications may be needed due to the inherent differences between ATM and MPLS. However, we should attempt to keep the interface as seen by the user to be as close as possible to the AAL interface. 

Therefore, we will define four MPLS Adaptation types, which we shall denote MAL-0, MAL-C, MAL-V, and MAL-P. As we shall see, these types will enable reuse of encapsulations defined for the pseudowire cases.

4.1 
MAL-0

This is the null adaptation, which is used when an entity before the IWF has performed all the required conversions, and supplies the IWF with an "MPLS-ready" packet. All that is required is for the entity to prepend an appropriate interworking label, to which the edge device adds whatever transport label stack is required.

4.2 
MAL-C 

For real-time constant rate traffic such as TDM the encapsulation will be based on the AAL1 format of draft-anavi-tdmoip-05, which is being proposed for Y.tdmpls. 

4.3 
MAL-V

For real-time variable rate traffic the encapsulation will be based on the AAL2 format of Y.vsmpls, which is identical to that of draft-anavi-tdmoip-05. 

4.4 
MAL-P

For general packets, the encapsulation will be based on AAL5, using Y.atmplsF. Conversion of various data formats will be handled according to the procedures given in RFC 2684 for conversion of multiprotocol traffic to AAL5 PDUs.

5. 
Proposal

We propose basing Y.simpls, MPLS Service Interworking - User Plane, on the principles elucidated above. In particular, we propose utilizing the four MPLS adaptation types, namely MAL-0, MAL-C, MAL-V, and MAL-P, and adopting the encapsulation formats of section 4, supra.
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