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ABSTRACT

The alternative to AAL1 being most rigorously promoted for Y.tdmpls employs frame locking, a technique which requires use of specific payload sizes. In this contribution we discuss the pros and cons of frame locking for Y.tdmpls.

Frame Locking

While TDM may be considered a serial bit-stream, it may one or two layers of structure. The first such layer is the TDM frame, which may be defined as a sequence of bits that occupies 125 sec and is delineated by synchronization patterns as defined in the relevant ITU documents. The second layer is the multiframe (also know as superframe, extended superframe, etc), which consists of some number (typically 16, 24 or 32) frames that must be viewed as a single entity for various reasons.

Frame locking is an encapsulation technique wherein an entire frame or a constant integral number of frames is encapsulated in each packet. By extension we will also include the related technique that requires the time duration of a frame or integral number of frames to be encapsulated, whether or not this time duration corresponds to a true TDM frame.

The reasoning behind frame locking has been called (using IETF-AVT nomenclature) "the ability to interpret every single packet". By this it is meant that since each packet individually corresponds to a sample, or some constant number of samples, from each TDM timeslot, no information from previous or future packets are needed to understand the full meaning of the data. This criterion is not obeyed by the extended form of frame locking (since we do not have true TDM frames), nor by true frame locking if the multiframe structure carries information (e.g. CAS signaling or F-bit data).
Frame locking is a simple and ingenious technique to combat packet loss. Since each packet is individually interpretable, loss of a packet does not influence the subsequent packets, and assuming some method of retaining TDM timing is utilized, one may simply continue playing out TDM data from the packet following the lost one.

Of course if any constant payload size is used one could fill in the proper number of TDM bits and play out from the next packet received, but this in general would injure somewhat more data than frame-locked packets, since in general one would damage the frame in which the packet commences and the frame in which the packet ends. The problem with arbitrary length payloads is there is no simple way for the IWF to detect where the TDM frame commences (it does not have the resources to search for the synchronization). 

This problem could be remedied by the addition of a two-byte pointer that indicates the beginning of the first frame in the packet's payload. This has indeed been suggested on several occasions, but always vehemently condemned by frame locking proponents. 

Frame Locking and Packet Sizes

Requiring integer multiples of 125 sec of TDM data, imposes specific payload sizes. For example, for full E1 the minimum payload is 32 bytes, and all possible payloads are multiples of 32 bytes. For T3 the minimum payload is 699 bytes (which is 125 sec of data at the T3 rate), and only a double size payload (1398 bytes) is also possible (assuming an MTU of 1500 bytes).

The payload size is a parameter that must be carefully tuned for optimal Y.tdmpls performance, and hence any payload format must be able to accommodate a wide spectrum of possible payload sizes, and have a relatively fine granularity. AAL1 payloads are always multiples of 48 bytes, irrespective of whether the original TDM was T1, E1, T3, or E3. They thus do not suffer from limitations of TDM-frame locked solutions, for which T3 payload granularity is 699 bytes, while an E3 payload must be a multiple of 537 bytes.

To better understand the trade-offs involved, a few examples are in order. In a metro-ethernet network it is desired to keep round-trip delay minimal, in order to avoid the need for echo cancellation; but in such networks bandwidth is relatively inexpensive, which means that small packet sizes are acceptable. At the other end of the spectrum, in multiple access wireless applications, there is a strong  requirement to completely fill up the packet (since the user may have to wait a long time before receiving permission to transmit again), while the delay requirements are less stringent.  This requires approaching the network MTU as closely as possible.

The granularity of standard AAL1, namely 48 bytes, is a good compromise choice.  Finer granularities do not significantly increase the ability to fill large packets, while sub-48 byte payloads suffer from terribly low efficiencies and require high packet processing (packets per second) rates. Coarser granularities make it more difficult to fill large packets, and the smallest possible packet may not be small enough for some applications.

Certainly other values would have been possible (e.g. 32 or 64 bytes), but then entirely new and untested mechanisms would have to be invented to accommodate these new sizes. In particular, the extremely efficient pointer mechanism of structured AAL1 is designed specifically for 48-byte payloads, and any other size would require redesigning all of the related algorithms. In addition, only by using precisely the same size and mechanisms as standard AAL1 is it possible to simplify interworking with existing ATM-based circuit emulation systems.

Frame Locking and Delay

Proponents of frame locking have stated that there is a requirement in TDM emulation over MPLS for fixed end-to-end delay, i.e. implementations must provide the same end-to-end delay between any given pair of PEs regardless of the bit-rate of the emulated service. No true explanation for this requirement has ever been offered, although the present author has repeatedly asked for the reasoning behind this requirement. 

Let us try to understand the meaning of this requirement. Since it has not been proposed in the context of a dynamic allocation system (e.g. AAL2), the meaning is that two distinct trunks carrying  different TDM traffic types (e.g. one E1 and one E3) or different number of timeslots (one with a single timeslot and one with 30), must utilize the same buffering delay. For example, let's assume that one trunk has two active timeslots, and so each frame contains only two bytes. In order to obtain reasonable bandwidth efficiency one would naturally desire to use at least 16 bytes of payload, which corresponds to 2 milliseconds of delay. In the same installation we also have a T3 trunk, and we are thus required to set its delay to 2 milliseconds as well, i.e. use a payload of 16*537 = 8592 bytes. Since this is impossible in many cases we need now to change our design. We will limit the E3 payload to 1074 bytes, which corresponds to 250 sec of data, and henceforth be required to set the payload size of the first trunk to 4 bytes!

It is clearly seen that this so called requirement makes no sense, and has only one rationale, to force the acceptance of frame-locking which automatically satisfies this requirement.

The only true requirement regarding delay is the required flexibility, and the ability to trade-off delay for efficiency. This flexibility is the exact opposite of the above so-called requirement, and can be easily obtained by breaking the frame-locking.

Frame Locking for Unstructured TDM

The extended form of frame locking, wherein packet payloads are required to be 125 sec in duration, but with no implied frame alignment, has been suggested for unstructured TDM transport. Although this method would have the salient feature of not requiring a TDM framer, in actuality the document suggesting this method defines various TDM defect flags that would require a framer to detect in any case. 

A problem arises when transporting unstructured T1 streams, which are of 193 bits in length. Since the payload must contain a whole number of bytes, frame locking requires padding the T1 frame, usually by the use of the "G.802 Annex B" technique of mapping a T1 frame into an E1 one. An alternative is to require the concatenation of eight consecutive T1 frames into a payload of 193 bytes so that padding is no longer required, but at the cost of a minimum delay of one millisecond. 

The purpose of frame locking for unstructured transport is unclear. Assuming packet loss to be minimal, the egress IWF can reconstruct the TDM stream with arbitrary length payloads. If there is packet loss, no strategy is better than filling in the proper number of lost bits. Particular loss durations without frame alignment do not offer any advantages, as the packet is not "individually interpretable". 

The interest in extended frame locking for this case can be simply explained by the fact that there is an existing implementation that functions in this manner. Although this implementation has not been widely deployed, its promoters find it easier to try to convince others of its merits rather than to re-engineer it.

Frame Locking for Structured TDM

Here is where frame locking is truly useful, yet even here it comes with its difficulties. As aforementioned, with small numbers of timeslots the payload sizes become extremely small, while for high rate TDM signals, such as E3 or T3, the packet granularity is very coarse.

Another problem is the handling of multiframes for those cases when they are needed (e.g. when there is CAS signalling). The natural extension to frame locking would be multiframe locking, but this introduces coarse granularity and large minimal latencies.

A better solution is to allow arbitrary length payload sizes and introduce a single pointer to the beginning of the first frame or multiframe in the packet. Due to limited length packet sizes and to limited length multiframe sizes, no more than ten bits would be needed for such a pointer, and simple packet loss recovery schemes are evident.

Yet a better alternative is to use AAL1, as has been proposed for Y.tdmpls at the Sophia-Antipolis interim meeting. At that meeting it was agreed that using AAL1 is an appropriate method of encapsulation for Y.tdmpls. 

Proposal

It is herein proposed that Y.tdmpls not use any payload encapsulation methodology based on frame locking.
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