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Abstract

Y.1413 defines network interworking of low-rate TDM (T1,E1,T3,E3) over MPLS networks. At the last meeting it was decided to open a new work item in Q3 to study OAM aspects of TDM-MPLS interworking (which we dub Y.17tdm). In this contribution we make specific proposals for per interworking LSP performance monitoring OAM flows. This supplements the review of per-packet maintenance mechanisms described in a companion contribution.
Introduction

Interworking LSPs require OAM mechanisms to detect network defects and monitor performance measures that impact the emulated service.  When defects are detected they need to be localized and alarms may need to be raised to alert network maintenance personnel.  Performance measures, such as packet loss ratio and packet delay variation, may be used to set various parameters and thresholds; for Y.1413 adaptive timing recovery and packet loss concealment algorithms may benefit from such information.  In addition, OAM mechanisms may be used to collect statistics relating to the MPLS network and its suitability for carrying TDM services.

Y.1413 clause 7.5 states 

The delay introduced by the MPLS network should be measured prior to traffic flow, to estimate latency. 

In addition, Y.1413 IWFs may benefit from knowledge of other MPLS network performance metrics, such as round trip time (RTT), packet delay variation (PDV) and packet loss ratio (PLR).  These measurements are conventionally performed by a separate flow of packets designed for this purpose, e.g. ICMP packets with multiple timestamps.  Y.1413 sends packets across the PSN at a constant rate, and hence no additional OAM flow is required for measurement of PDV or PLR.

However, separate OAM flows are required for RTT measurement, for measurement of parameters at setup, for monitoring of inactive backup interworking LSPs, and for low-rate monitoring of the MPLS network after the interworking LSP has been withdrawn due to service failures. 
If the underlying PSN has appropriate maintenance mechanisms that provide connectivity verification, RTT, PDV, and PLR measurements that correlate well with those of the interworking LSP, then these mechanisms should be used.  If such mechanisms are not available, the ICMP-like   procedures detailed below are suggested.

Y.17tdm OAM flows

We suggest sending Y.17tdm messages using a separate interworking LSP label preconfigured to indicate OAM (a possible default value being the highest label available).  However, this separate interworking LSP will be placed in the same transport LSP in order to ensure that all transport layer parameters remain those of the interworking LSP being investigated.  

The alternative to this approach is to put OAM messages in the same interworking LSP as the TDM traffic itself. This latter approach is that being suggested for the “inband MPLS VCCV” fault monitoring flow, which distinguishes OAM packets by using the value of 1 for the “reserved” four-bit field in the common interworking indicators.

This approach is extremely problematic for TDM transport over MPLS, due to its strong dependence on sequencing. If a VCCV packet is lost, this loss will be interpreted by the IWF as a loss of TDM data, and according to clause 11 of Y.1413 filler data will be placed in the TDM output buffer. This will cause the TDM circuits to fail due to excessive bit insertions.

Connectivity Verification Messages

In most conventional packet network applications a server sends some finite amount of information over the network after explicit request from a client.  With Y.1413 interworking LSPs the PSN-bound IWF could send a continuous stream of packets towards the destination without knowing whether the TDM-bound IWF is ready to accept them.  This problem may occur when a Y.1413 IWF is first brought up, when the TDM-bound IWF fails or is disconnected from the PSN, or the interworking LSP is broken.  

A solution to this problem is to significantly reduce the number of Y.1413 packets transmitted per second when interworking LSP failure is detected, and to return to full rate only when the interworking LSP is available.  The detection of failure and restoration is made possible by the periodic exchange of one-way connectivity-verification messages.

Connectivity is tested by periodically sending OAM messages from the source gateway to the destination gateway, and having the destination reply to each message.  The connectivity verification mechanism should be used during setup and configuration.  Without OAM signaling   one must ensure that the destination gateway is ready to receive packets before starting to send them.  By using connectivity verification a configured gateway waits until it can detect its destination before transmitting at full rate.  In addition, errors in configuration can be readily discovered by using the service specific field.

Performance Measurements

In addition to one-way connectivity, the OAM signaling mechanism can be used to request and report on various MPLS network metrics, such as one-way delay, round trip delay, packet delay variation, etc.  It can also be used for remote diagnostics, and for unsolicited reporting of potential problems (e.g. dying gasp messages).

OAM Packet Format

The format of an OAM message packet is depicted in the following figure.  Note that PSN-specific layers are identical to those used to carry the Y.1413 data, with the exception that the interworking LSP label shall be set to the preconfigured value instead of the usual interworking LSP identifier.
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	OAM Sequence Number

	OAM Type
	OAM Code
	Service Specific Information

	Forward interworking LSP label
	Reverse interworking LSP label 

	Source Transmit Timestamp 

	Destination Receive Timestamp 

	Destination Transmit Timestamp


Length is the length in bytes of the OAM message packet.

OAM Sequence Number (16 bits) is used to uniquely identify the message.  Its value is unrelated to the sequence number of the Y.1413 data packets for the interworking LSP in question.  It is incremented in query messages, and replicated without change in replies.

OAM Type (8 bits) indicates the function of the message.  

At present the following are defined:

             0 for one way connectivity query message

             8 for one way connectivity reply message.

OAM Code (8 bits) is used to carry information related to the message, and its interpretation depends on the message type.  For type 0 (connectivity query) messages the following codes are defined:

             0 validate connection.

             1 do not validate connection

for type 8 (connectivity reply) messages the available codes are:

             0 acknowledge valid query

             1 invalid query (configuration mismatch).

Service specific information (16 bits) is a field that can be used to exchange configuration information between IWFs.  If it is not used this field shall be set to zero.  Its interpretation depends on the payload type.  At present the following is defined for structure-aware payloads:

	Number of TSs
	Number of SFs


Number of TSs (8 bits) is the number of channels being transported, e.g. 24 for full T1.

Number of SFs (8 bits) is: 

For structure-locked encapsulation: the number of TDM frames per packet.

For structure-indicated encapsulation: the number of AAL1 PDUs per packet.

Forward interworking LSP label (16 bits) is the interworking LSP label used for Y.1413 traffic from the source to destination gateway.

Reverse interworking LSP label (16 bits) is the interworking LSP label used for Y.1413 traffic from the destination to source gateway.

Source Transmit Timestamp (32 bits) represents the time the ingress IWF transmitted the query message.  This field and the following ones only appear if delay is being measured.  All time units are derived from a clock of preconfigured frequency, the default being 100 microseconds.

Destination Receive Timestamp (32 bits) represents the time the destination gateway received the query message.

Destination Transmit Timestamp (32 bits) represents the time the destination gateway transmitted the reply message.

Proposal

We propose that the above discussion form the basis of the performance monitoring clauses of Y.17tdm.























































