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Abstract

Living list item #4 deals with X over MPLS service interworking, including “composite interworking”. The description and figures fail to adequately stress an essential point, namely that any in service interworking scenario the ultimate end systems must be compatible. We suggest restricting the initial work on service interworking to the case where the end networks are equivalent, and specifically when the end networks are Ethernet, IP, or low-rate TDM.

Discussion

Living list item #4 subsumes the definition of service interworking that appears in both Y.1401 and Y.1251, which states:

In service interworking, the IWF of Figure 1 terminates the protocol used in network 1 and translates (i.e. mapping) the Protocol Control Information (PCI) to the PCI of the protocol used in network 2 for User, Control and Management Plane functions to the extent possible. In general, since not all functions may be supported in one or other of the networks, the translation of PCI may be partial or non-existent. However, this should not result in any loss of user data since the payload is not affected by PCI conversion at the service interworking IWF.
During the July 2003 meeting, a joint session of Q3 and Q5 came up with a somewhat different definition of service interworking (from Dave Allan’s summary):

To construct robust client connectivity from a concatenation of subnetworks of dissimilar technologies while preserving key service attributes.

There is a conspicuous difference between these definitions, with the former emphasizing the prospect of not being able to translate functionality, while the latter stresses robust connectivity, which implies relatively comprehensive translation of functionality. This contradiction is somewhat explained by a caveat mentioned later in the summary, namely that the discussion was limited to “common client” cases.

Service interworking is only of use when the destination application can make use of the information sent by the source application. This requires at least communications format equivalence at OSI layer 7, with interworking functions translating between incompatible formats at lower layers. Although layer-7 equivalence is the only necessary requirement, in practice it is frequently the case that lower layers are also compatible. Identification of the lowest layer at which the communicating end-systems are equivalent would seem to be the first step in defining sensible service interworking scenarios.

In fact, there appear to be three cases of practical importance, namely the transfer of

· Layer-3 IP packets,

· Layer-2 Ethernet frames, or

· Layer-1 low-rate TDM

over a concatenation of dissimilar networks. Other cases come to mind (for example variable rate real-time streams carrying compressed video and/or audio, IPX, SNA), but these three cases probably capture enough of the application domain to warrant priority treatment. 

Let us symbolize the common native format of the end systems by N (which may be TDM, Ethernet or IP). Without limiting generality we diagram the crossing of two intervening networks (each of which may be MPLS, ATM, FR, IP, etc), which we shall arbitrarily call X and Y.  
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When comparing this diagram with those of the living list item, we discover that the living list always shows dissimilar end-networks, and never identifies the common client layer.

Proposal

We propose changing the diagrams of service interworking over MPLS and composite interworking in the living list with diagrams (similar to the above) that share end network type. For “service interworking over MPLS” one of the networks (X or Y) will be MPLS. 

We further propose that initial work focus on the three end network types specified above, namely

· Layer-3 IP packets,

· Layer-2 Ethernet frames, or

· Layer-1 low-rate TDM.
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