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Abstract

We herein supply background material on TDM timing for section 9 of Y.tdmpls.

TDM Timing

TDM streams are synchronous and require precise timing in order to maintain the required error performance (see, e.g. G.826). Conventionally this timing is guaranteed by having in the network at least one extremely accurate primary reference clock, with long-term accuracy of one part in 1011. TDM streams emanating from a site where a primary reference clock is located have highly accurate timing. 

For reasons of economics most sites do not have primary reference clocks. However, sites that receive TDM streams emanating from sites that do have a primary reference can derive a timing signal from these streams and slave their own clocks onto this timing signal. Since the timing signal recovery and the process of locking the local clock are imperfect, these new clocks are somewhat less accurate then the primary clock. Their lower accuracy exhibits itself as jitter and wander. By jitter we mean short-term variation in timing, while wander refers to slow drifting of the frequency of a clock. These terms are defined more precisely in recommendation G.810.

Similarly sites receiving signals from such slaved clocks of lower accuracy, can themselves lock onto their timing, and achieve timing of somewhat lower quality, but traceable to a primary reference clock. This hierarchy of time synchronization is essential for the proper functioning of the telephony network as a whole. The precise jitter and wander requirements for TDM based on the E1 hierarchy are detailed in recommendation G.823, while those for the T1 hierarchy are to be found in G.824.

Unlike circuit switched TDM networks, on packet switched networks (PSNs) each packet of information is injected into the network and the route to its destination determined by routers or switches along the way. When a packet enters a router it must usually wait in an input queue until the router can examine it and determine how it should be forwarded. Hence the time a packet takes from source to destination is not deterministic, and a sequence of packets injected into the network at precisely constant rate, exits it at a highly variable rate. 

When emulating TDM using a PSN, we are required to overcome this randomness and to output the TDM at egress at a constant rate. This may be accomplished by using a jitter buffer, which is a block of memory into which the data from the PSN is written at a variable rate, and data is read out and sent to the destination TDM equipment at a constant rate. In this way we have almost completely hidden the fact that a PSN was traversed rather than a conventional synchronous TDM network. One vestige of the change is the added latency due to the jitter buffer. Customary practice is to operate with the jitter buffer approximately half full, thus minimizing the probability of its overflow or underflow. Hence the additional delay is half the jitter buffer size.

The IWF empties the jitter buffer and outputs TDM at a rate dictated by a local clock, which should ideally have precisely the same frequency as the source clock. Unfortunately, packet switched networks do not provide a physical layer clock as do true TDM systems and the original time reference information has been lost. One could provide independent time standards, such as primary reference clocks or GPS receivers, to all TDMoIP devices, thus relieving the PSN of the need to send synchronization information; but as discussed above this may be prohibitively expensive. Another possibility is to supplement the PSN with a synchronous clock distribution network; but this would require deployment and maintenance of two separate networks.

A more attractive course would be "clock recovery" whereby the sender's original clock is recovered based only on observable characteristics of the packets arriving through the PSN. These characteristics may consist of the precise time of arrival of the packet to the destination, the fill-level of the jitter buffer as a function of time, and explicitly transmitted timestamps. 

Common Clock Methods

If the ingress and egress IWFs both have access to a single clock (assumed unrelated to the TDM source clock that must be recovered), then common clock methods (also known as synchronous clock recovery methods) may be employed. In these methods the ingress IWF compares the TDM source clock to the common clock, and attaches an explicit time stamp indicating the discrepancy to the packet being sent. The egress IWF observing the explicit time stamp, and having access to the common clock, may recover the original TDM source clock to a high degree of accuracy. In particular, assuming the common clock to be of sufficiently high frequency, properly implemented common clock methods exhibit low wander levels in addition to strongly attenuating jitter.

For example, the physical layer of ATM distributes a network clock of 155.52 MHz, and ATM circuit emulation systems may utilize a mechanism known as SRTS (Synchronous Residual Time Stamp). SRTS measures the number of derived network clocks in a given number of service clocks, thereby indirectly measuring the ratio of a common clock and the TDM source clock. Since the integer part of this ratio is known, only a four-bit "residual" need be appended to the ATM CES cells for unambiguous determination of the TDM source clock frequency.

When AAL Type 1 adaptation is used over MPLS networks, which do not distribute a physical layer clock end to end, SRTS is not directly applicable. However, for single hop Ethernet connections, a physical layer clock may be derivable from the modulation rate. Alternatively, a sufficiently high frequency common clock may be attainable from some other source, e.g. based on GPS or GSM reception. In such cases SRTS may be performed using a nonstandard derived network clock frequency. 

Similarly, an RTP timestamp may be used when a common clock is available. The RTP timestamp is 32 bits in length, and represents time ticks at some basic frequency. In order for an RTP common clock method to be of value, this frequency would need to be sufficiently high compared to the TDM source frequency that needs to be recovered. A detailed discussion of this issue has been previously presented.
Adaptive Clock Recovery

When no common clock is available, purely adaptive clock recovery must be performed. Consider that the source TDM device is producing bits at a constant rate determined by its clock. Unfortunately we receive these bits in packets that suffer random delays, but these random delays can be considered to consist of two contributions. The first is simply the average propagation delay present in any physical network, and does not obstruct our quest for clock recovery. The latter is a truly random packet delay variation (PDV) that we can consider to be a zero mean random process. Within this framework the task of clock recovery can be seen to be a kind of  `averaging' process that negates the effect of the random PDV and captures the average rate of transmission of the original bit stream.  A phase locked loop (PLL) is well suited for this task because it can "lock" onto the average bit rate, regenerating a clean clock signal that approximates the original bit rate.

A conventional means of adaptive clock recovery is based on adapting a local clock based on the level of the receiver's jitter-buffer. To understand the operation of the conventional mechanism let us assume for the moment that there is no PDV but that the local clock is initially lower in frequency than the source clock. The writing into the jitter buffer occurs faster than it is emptied and thus the fill-level starts to rise. The conventional mechanism defines zones around the buffer center, and each zone is interpreted as a frequency offset with respect to the nominal local clock. When the jitter buffer level reaches a zone the local clock is set to the frequency defined by that zone. If this frequency now matches the source clock, the jitter buffer level will now remain constant since the filling and emptying are proceeding at the same rate, but if the local clock is still lower in frequency the level will continue to rise until it enters the next zone. Once the level is in the next higher zone the local clock is set to a yet higher frequency, and the process continues until the local clock precisely matches the source clock. Note that a control loop has been implemented, whereby the fill-level of the jitter buffer instigates change in the local clock frequency, and this clock frequency directly influences the position of the level.

When there is PDV in addition to clock discrepancy, the jitter buffer level no longer smoothly rises or falls, but rather wildly fluctuates about its average level. Were this average level to be identified we could proceed as before, and we can find it by proper low-pass filtering of the noisy instantaneous level. Thus in the realistic case where there is both PDV and frequency discrepancy, the control loop consists of monitoring the jitter buffer level, filtering this level to obtain the average level, setting the local clock based on this average level, and then monitoring the effect this has on the level. In technical terms the conventional mechanism consists of a PLL, which observing the sequence of level positions, locks onto the average rate and dictates this rate to the local clock that controls the rate at which data is read out of the jitter buffer. In this way any initial frequency discrepancy between the source and destination clocks is eventually compensated, and the receiver's jitter-buffer will settle on the level corresponding to precise frequency alignment between the two clocks.  

Such a clock recovery scheme has several faults.  First, unless very strong filtering is applied to the jitter buffer level before adjusting the local clock, the high frequency jitter is directly transferred from the network to the clock. When strong filtering is applied, the adjustments become sluggish,  and hence the scheme exhibits lengthy convergence times. Second, the jitter-buffer level may settle down far from its desired position at buffer center, thus making it vulnerable to overflow and underflow conditions. Alternatively, the jitter buffer size may be increased to lower the probability of underflow/overflow, but such a size increase inevitably brings about an increase in the added latency. Finally, since the ultimate precision of the local clock is determined by the granularity of the jitter buffer, jitter may be strongly attenuated, but wander is not. For these reasons, it has been suggested in the past that pure adaptive clock recovery can not conform to wander masks specified in G.823 and G.824.

However, by using more sophisticated signal processing algorithms, conformance may be reached. In fact, full compliance with G.823/824 jitter and wander traffic interface masks may be achieved, even with networks with significant PDV and congestion events.

Proposal

It is proposed to use the following text in Section 9:

TDM networks are synchronous and hierarchically distribute precise timing in order to maintain the required error performance. MPLS networks, not having been designed for TDM transport, have no inherent clock distribution mechanism, and so the IWF must provide some mechanism for clock recovery.

Such clock recovery may take advantage of a reference clock signal that is accessible to both ingress and egress IWFs, and may utilize the explicit timestamps in the optional RTP header, or the residual timestamps in the AAL1 CSI field. Alternatively, clock recovery may be purely adaptive, locking onto the source TDM clock by phase-lock or frequency lock means.

Whatever clock recovery is provided, the reconstructed TDM stream must fully comply with the jitter and wander traffic interface masks specified in G.823 and G.824, unless the MPLS network PDV or congestion significantly exceed design limits.

