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1. 

TMING OVER PACKETDEMARCATION 
ENTITY 

TECHNICAL FIELD 

Embodiments of the invention relate to timing distribution 
in packet Switched networks. 

BACKGROUND 
10 

Modern communication networks typically link many dif 
ferent types of mobile and/or stationary communication ter 
minals, such as by way of example, cell phones, computers, 
and industrial plant equipment, to provide the terminals with 
an increasing menu of voice, video, and data communication 15 
services. 

Each communication network operates to transport infor 
mation from one to another of the terminals in the network 
using signals containing information relevant to the services 
that the network provides. In propagating from a source ter- 20 
minal to a destination terminal, the signals generally propa 
gate through a plurality of network nodes that may belong. At 
each node the signals are received and then, after processing 
in the node are forwarded toward their destination. 
The various services provided by a network and tasks per- 25 

formed at a network's nodes in configuring and/or transport 
ing signals, are often time dependent and nodes that cooperate 
to configure and transport signals from a source terminal to a 
destination terminal generally require access to a same com 
mon reference time, reference frequency, to provide and/or 30 
Support an acceptable quality of service (QoS). 

For example, a cellular network generally comprises a 
plurality of base-stations, each of which transmits and 
receives wireless signals at accurately defined radio fre 
quency (RF) carrier frequencies to and from terminals in a 35 
limited geographical area referred to as a “cell of the net 
work. The wireless signals carry Voice and/or data to and from 
the terminals, which are typically the ubiquitous cellphones. 
The base-stations are generally connected to each other by a 
land line network, often referred to as a backhaul network, 40 
over which the base-stations communicate with each other to 
transmit messages between terminals in cells of the network. 

Each base-station comprises or has access to its own 
“local clock that provides a continuous isochronous train of 
pulses, referred to as "clock signals' or "clock pulses’, char- 45 
acterized by an accurate and stable pulse repetition frequency, 
for frequency referencing the base-station operations. A clock 
as used herein may comprise devices that operate to maintain 
accuracy and stability of the pulse repetition frequency and/or 
operate to synchronize the pulses in frequency and time with 50 
clock pulses provided by a suitable reference clock. To trans 
port messages and provide network Services at an acceptable 
QoS, all the base-station clocks in the network generally have 
to operate with reference to substantially a same reference 
frequency and reference time measured by a Time of Day, 55 
(ToD) that coincides substantially with Universal Time Coor 
dinates (UTC). 
By way of example, time in cellular networks is usually 

distributed using a signal comprising a sequence of narrow 
pulses having a repetition rate accurately maintained at one 60 
pulse per second (1-PPS) referenced to UTC. The 1-PPS 
signal is accompanied by a time code that identifies each 
1-PPS pulse by a unique designation, conventionally referred 
to as a time of day (ToD), which associates a date, month, 
year, hour, minute and second with the pulse. In a Code 65 
Division Multiple Access (CDMA) cellular system, each 
base-station is assigned a unique time delay offset (TDO) 

2 
relative to the 1-PPS signals at which it transmits signals. The 
TDOS enable different base stations to be identified and cell 
phones to lock on to and receive signals from a base station 
from which it is intended to receive radio signals. To maintain 
integrity of the delay offsets and enable the cell phones to 
properly lock onto intended signals from “correct base-sta 
tions, and successfully negotiate transfer (“handoff) from 
one base-station to another as they move from one to the other 
of the cells in the network, the network base-station clocks are 
required to be synchronized to a same network time to within 
an accuracy less than a few microseconds. The spread spec 
trum coding used in CDMA requires that the base-stations 
generate RF carrier frequencies that differ from assigned 
frequencies within error margins that are less than 0.05 ppm 
(parts per million) to maintain acceptable QoS. 

For GSM cellular systems. QoS, as measured for example, 
by frequency of dropped calls or perceived listening quality, 
is considered unacceptable for fractional frequency accuracy, 
Aff of a nominal carrier frequency, “f, greater than 1 ppm 
and the ETSI (European Telecommunications Standards 
Institute) GSM standards requires that base-stations maintain 
stability of frequency synthesizers and clock generators to 
within 0.05 ppm. 

Usually, a highly accurate reference clock provides a time 
and a frequency standard for respectively synchronizing time 
and/or frequency of clocks at nodes, e.g. base-stations, in a 
network so that the clocks and communication equipment at 
the nodes operate with reference to Substantially a same stan 
dard time and a same standard frequency. A reference clock 
referred to as a Primary Reference Clock (PRC) is expected to 
provide a measure of frequency accurate to at least 1 part in 
10'. A reference clock referred to as Primary Reference 
Time Clock (PRTC) is expected to provide both a measure of 
frequency accurate to 1 part in 10' and time accurate to +200 
ns (nanosecond) relative to Universal Time Coordinated 
(UTC). A PRC or PRTC may, for example, comprise a GPS 
radio receiver that receives radio signals provided by GPS 
satellites and transmits a time reference (e.g. 1-PPS accom 
panied by a ToD code) and reference clock (e.g. 10 MHz) 
signals that are responsive to the GPS signals, and which are 
regulated by a Cesium or Rubidium atomic clock. PRTC time 
and frequency signals based on radio signals provided by 
GPS satellites are often used as reference clock signals for 
synchronizing base-station clocks. In practice, node clocks 
are synchronized repeatedly and usually at regular time inter 
vals. The process of monitoring and synchronizing a node 
clock to maintain it synchronized to a reference clock is 
conventionally referred to as “disciplining the node clock to 
the reference. 

In some cellular networks, each base-station node com 
prises a GPS receiver for receiving time reference signals for 
disciplining its local clock. In many cellular networks, the 
core network is responsible for distributing time and fre 
quency information, hereinafter “timing information', to and 
from nodes in the network for disciplining their local clocks. 
The timing information is generated responsive to an accurate 
reference time and/or frequency provided by a reference 
clock at a node of the core network or by a reference clock to 
which the core network has access. A reference clock in Such 
networks, which provides a time and/or a frequency reference 
for providing timing information for disciplining other clocks 
in the network, may also be referred to as a “master clock”. A 
clock in the network that is disciplined responsive to the 
timing information may also be referred to as a “slave clock”. 

Various methods are used by cellular networks for distrib 
uting timing information, also referred to as "distributing 
time', over a core network from master clocks to slave clocks 
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for disciplining the slave clocks. The methods are Substan 
tially different for synchronous and asynchronous communi 
cation networks. Synchronous and asynchronous communi 
cation networks transport information using procedures that 
are inherently very different, and conventional methods of 
distributing time and/or frequency to, and disciplining, slave 
clocks at nodes of synchronous networks are generally not 
applicable to asynchronous network. 

In a synchronous communication networks. Such as Syn 
chronous Digital Hierarchy (SDH) or Synchronous Optical 
Networks, (SONET), communication between nodes is con 
ducted over fixed paths having Substantially constant laten 
cies provided by physical links that connect the nodes. Sig 
nals are transmitted between first and second nodes in the 
network in well ordered sequential series of symbols having 
a Substantially constant repetition frequency. The repetition 
frequency is rigorously maintained by apparatus at each node 
along the fixed path between the first and second nodes to 
within a small deviation from a predetermined standard net 
work frequency. 

All nodes in a path in the network typically have reference 
to a primary reference clock (PRC), from which they disci 
pline their own local clocks. The PRC periodically sends a 
series of symbols compliant with the network protocols to a 
first node in the path, which locks onto the frequency of the 
symbols and adjusts its local clock to match the frequency of 
the received symbols. Generally, the local clocks implement 
a Phase Locked Loop (PLL) circuit comprising a phase error 
detector, a low pass filter, and a Frequency Synthesis Device 
(FSD), that cooperate to lock the local clock frequency to the 
frequency of the PRC. After the first node in the path syn 
chronizes its clock, it transmits the series of symbols down 
stream along the path to a next node, which similarly adjusts 
the frequency of its clock and proceeds to transmit the symbol 
sequence downstream to a next node. The process is repeated 
until all the clocks in all the nodes along the path are synchro 
nized. 

In an asynchronous network, such as an Ethernet, IP, or 
MPLS, packet switched network (PSN), information is not 
transported over fixed paths between terminals and/or nodes 
in strictly sequential trains of symbols characterized by a 
constant symbol repetition rate. Information in a message 
transported by a PSN network is configured in packets that 
may travel between the same two nodes and/or terminals in 
the network along different paths and may experience differ 
ent transit times, referred to as packet delays (PDS), in propa 
gating between the nodes and/or terminals. For example, the 
availability of a plurality of alternate paths in a PSN for 
transporting packets between two nodes often generates a 
difference, referred to as a delay asymmetry, in transit time of 
a packet propagating from a first to a second of the nodes 
compared to transit time of a packet propagating from the 
second to the first of the nodes. Whether packets travel the 
same or different paths through the PSN they are generally 
subject to variation in packet delay (PDV) as a result for 
example of varying queuing delay along that path that affects 
their transit times, and typically introduces statistical varia 
tions in PD between two points in the network. As a result, the 
relatively straightforward, direct manner in which frequency 
is distributed in a synchronous communication network does 
not apply for a PSN. 

To discipline a slave clock in a PSN, a master clock at a 
node or terminal of the PSN periodically exchanges a 
sequence, conventionally referred to as a “transaction', of 
"timing messages with the slave clock. The timing messages 
comprise timing information configured in data packets, 
hereinafter referred to as “timing packets’, compliant with 
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4 
the protocols of the PSN network. The timing packets com 
prise timing information, conventionally referred to as 
“timestamps’, which the slave clock records, and which 
define times at which the timing packets egress and/or ingress 
the master clock and/or the slave clock. Upon completion of 
a transaction, the slave clock has a record comprising a set of 
timestamps that it uses to synchronize itself to the master 
clock. 

Delay asymmetry and PDV inherent in a PSN network, 
such as a PSN backhaul network of a cellular network, make 
disciplining slave clocks of the network responsive to times 
tamps acquired in transactions, generally more complicated 
and error prone than disciplining clocks of a synchronous 
core network. Furthermore, as a number of clocks in a PSN 
increases, the difficulty, expense, and bandwidth overhead 
incurred to discipline the network clocks increases. 
Whereas maintaining synchronization for PSNs is inherit 

ably more difficult and error prone than for synchronous 
networks, PSNs provide substantially more efficient and flex 
ible use of bandwidth than synchronous networks. PSNs 
therefore are replacing legacy SONET/SDH synchronous 
networks used in cellular backhaul networks and are config 
ured and operated to support required frequency and time 
accuracies demanded of base-station nodes of backhaul net 
works. However, to meet QoS standards of anticipated 
increases in cellular traffic and new cellular network services, 
PSN networks have to anticipate providing improved moni 
toring of accuracy with which they distribute frequency and 
time to network nodes. 

SUMMARY 

An embodiment of the invention relates to providing appa 
ratus, hereinafter referred to as a “Timing Over Packet 
Demarcation Entity” (ToPDE), for monitoring synchroniza 
tion of a PSN, and quality of frequency and time distribution 
over the PSN, at a relatively small cost of network bandwidth. 
In accordance with an embodiment of the invention, the 
ToPDE, may be located at any “natural or “initiated demar 
cation point. A “natural demarcation’ point is any point at an 
interface of a first communication network with a second, 
different, communication network or device defined by a 
different physical layer, operating protocol and/or adminis 
trative profile. For example, a natural demarcation point may 
be a point, such as a defined by a Switch or router, at which a 
provider network ends and connects to a customer network, or 
where a first provider network connects to a second provider 
network to which the first network hands off communication 
signals to the second network. An "initiated demarcation 
point is any point within a given network through which 
signals pass and remain in the given network at which a 
ToPDE is located and operates to monitor synchronization of 
the network. 

In an embodiment of the invention, a ToPDE comprises at 
least one port for receiving and/or transmitting packets, a 
“local' clock, and a packet inspector. The packet inspector 
inspects packets propagating in the PSN that are received by 
the ToPDE to determine if a packet received by the ToPDE is 
a timing packet exchanged in a transaction between a master 
clock and a slave clock in the PSN. If the packet inspector 
determines that the packet is not a timing packet, the ToPDE 
optionally forwards the packet to a port of the at least one port 
from which it exits the ToPDE, and continues on towards its 
destination. If on the other hand, the packet inspector deter 
mines that the received packet is a timing packet, the packet 
inspector optionally copies timing information at least a por 
tion of the received packet, and forwards the received packet 
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from a port of the at least one port to egress the ToPDE and 
continue on towards its intended destination. Additionally, 
the ToPDE generates a “local timestamp, responsive to time 
provided by its local clock, that records an ingress or egress 
time of the received packet at the ToPDE and/or may copy a 
timestamp from the copied at least portion that records an 
ingress and/or egress time of the received packet at the master 
clock and/or slave clock. 

In an embodiment of the invention, the ToPDE uses local 
and copied timestamps to determine by how much a “local 
frequency and a “local time provided by its local clock 
differs from that of time and/or frequency provided by the 
master clock. Optionally, ToPDE uses local and copied times 
tamps to determine an estimate for a PD and/or PDV for the 
network and/or generate statistics and/or metrics sensitive to 
PD and/or PDV. Optionally, the ToPDE advises a network 
manager of a time, and/or a frequency difference between its 
local clock and the master clock, and/or of PD and/or PDV. 
information that it acquires and/or generates, for use by the 
manager in monitoring and evaluating performance of the 
network in distributing time and maintaining synchroniza 
tion. Optionally, the ToPDE disciplines its local clock respon 
sive to the local and copied timestamps. 

Optionally, except for inspecting packets and copying 
information from packets that enter the ToPDE, the ToPDE 
does not interact with the received packets or impede their 
propagation through the PSN. As a result the ToPDE is able to 
carry out its activities and provide information for monitoring 
the PSN at no or only a small bandwidth overhead to the PSN. 

In an embodiment of the invention, a PSN is provisioned 
with a plurality of ToPDE to provide a dense, fine-granularity 
sampling of performance of frequency and/or time distribu 
tion, and maintenance of synchronization of the PSN. 

This Summary is provided to introduce a selection of con 
cepts in a simplified form that are further described below in 
the Detailed Description. This Summary is not intended to 
identify key features or essential features of the claimed sub 
ject matter, nor is it intended to be used to limit the scope of 
the claimed Subject matter. 

BRIEF DESCRIPTION OF FIGURES 

Non-limiting examples of embodiments of the invention 
are described below with reference to figures attached hereto 
that are listed following this paragraph. Identical structures, 
elements or parts that appear in more than one figure are 
generally labeled with a same numeral in all the figures in 
which they appear. Dimensions of components and features 
shown in the figures are chosen for convenience and clarity of 
presentation and are not necessarily shown to scale. 

FIG. 1A schematically illustrate a PSN performing a con 
ventional procedures referred to as Network Time Protocol 
(NTP), to discipline a slave clock relative to a master clock; 

FIG. 1B schematically illustrates a PSN performing a con 
ventional procedures referred to as Precision Time Protocol 
(PTP), to discipline a slave clock relative to a master clock; 

FIG. 2A schematically shows a PSN comprising a ToPDE 
operating in a PSN performing a conventional PTP timing 
procedure, in accordance with an embodiment of the inven 
tion; and 

FIG. 2B shows a schematic block diagram of a ToPDE, in 
accordance with an embodiment of the invention. 

DETAILED DESCRIPTION 

In the following detailed description, synchronizing clocks 
at nodes of a PSN in accordance with a Network Time Pro 
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6 
tocol (NTP) and a Precision Time Protocol (PTP) are dis 
cussed with reference to FIGS. 1A and 1B respectively. A 
PSN comprising a ToPDE is schematically shown in FIG. 2A, 
and monitoring time and/or frequency distribution in accor 
dance with an embodiment of the invention is discussed with 
reference to the figure and a FIG. 2B, which shows a sche 
matic block diagram of a ToPDE. 

In the discussion unless otherwise stated, adjectives such 
as “substantially' and “about modifying a condition or rela 
tionship characteristic of a feature or features of an embodi 
ment of the invention, are understood to mean that the con 
dition or characteristic is defined to within tolerances that are 
acceptable for operation of the embodiment for an application 
for which it is intended. 

FIG. 1A schematically illustrates a PSN 20 in which a slave 
clock 30, located optionally in a “slave' terminal 32 con 
nected to the PSN is engaging in a timing procedure, i.e. a 
transaction, in accordance with a Network Time Protocol 
(NTP), versions of which are defined in RFC-1305 and RFC 
5905, to discipline the slave clock with a master clock 40. 
Optionally, master clock 40 is located in a “master terminal 
42 connected to the PSN and is regulated by a Primary Ref 
erence Time Clock (PRTC) 41 comprised in or coupled to 
master terminal 42. Slave terminal 32 is by way of example, 
assumed to comprise communication equipment that per 
forms tasks responsive to clock signals provided by slave 
clock 30 that require synchronization with other communi 
cation equipment connected to PSN 20. 
PSN 20 comprises an ensemble of nodes, schematically 

represented by solid circles 22. The nodes provide a plurality 
of different communication paths between terminals, such as 
terminals 32 and 42, serviced by the PSN, and/or nodes in the 
PSN. For example, a communication path 24 shown in solid 
lines represents a communication path for which packets 
transmitted from master terminal 42 to slave terminal 32 have 
a smallest propagation time under conditions for which there 
is no packet delay (PD) due to communication traffic conges 
tion. Two of a plurality of alternative communication paths 
between terminals 32 and 42, are schematically represented 
by dashed lines 25 and 26 respectively. 

Slave clock 30 initiates a Network Time Protocol (NTP) 
transaction by transmitting a timing packet schematically 
represented by a block arrow 51 over path 24, to master 
terminal 42. Communication path 24 is optionally a “pri 
mary path along which slave clock and masterclock conduct 
a timing transactions. In the event that path 24 is not available 
for conducting a transaction, the clocks conduct transactions 
along designated alternate “back-up' paths, such as for 
example, paths 24 and 25. At a time t, as per time provided by 
slave clock 30, on its way to egress slave terminal 30 and 
propagate to along a communication path in PSN 20 towards 
master terminal 42, timing packet 51 crosses a well defined 
boundary, schematically represented by a dot-dash line 61, in 
the server terminal. Terminal 30 records, time t in a times 
tamp (“timestamp t”) that stores the transmission time of the 
packet from the terminal. Time as measured by slave clock 30 
is schematically shown along dot-dash line 61, which is used 
as a time axis, and increases upwards along the axis as indi 
cated by a time arrow To. 

After a “slave to master” propagation delay PDs, timing 
packet 51 is received at master terminal 42. As timing packet 
51 ingresses master terminal 42, the terminal records a times 
tamp t a “reception time', responsive to time t provided by 
master clock 40, at which the packet crosses a well defined 
reference boundary, Schematically indicated by a dot-dash 
line 62, in the master terminal. Time as measured by master 
clock 40 is schematically shown along dot-dash line 62, 
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which is used as a time axis, and increases upwards along the 
axis as indicated by a time arrow Tao. At a subsequent time, 
the master terminal transmits a timing packet represented by 
a block arrow 52 Timing packet 52 crosses reference bound 
ary 62 at a time t in accordance with time provided by master 
clock 40 as the timing packet egresses the master terminal to 
propagate along a communication path in PSN 20 towards 
slave terminal 32. Master terminal 42 records t in a times 
tamp (“timestampts) and includes thet and t timestamps in 
packet 52. 

After a master-slave propagation delay PD, timing 
packet 52 is received at slave terminal 32, and as it ingresses 
the terminal, the terminal timestamps the packet arrival with 
a reception timestampt. Timestamp ta is recorded responsive 
to time t provided by slave clock 30 at which packet 52 
crosses reference boundary 61 on its ingress to slave terminal 
32. Upon receiving timing packet 52, slave clock 30 has 
acquired the four timestamps t t t t shown below slave 
terminal 32 in FIG. 1A, and uses the times recorded in the 
timestamps as described below to synchronize slave clock 30 
with master clock 40. 
Assume that the time of master clock 40 is different from 

the time of slave clock 30 by an offset time AT, which is 
arbitrarily defined as positive if time provided by master 
clock 40 is ahead of time provided by slave clock 30. Rela 
tionships between timest, t t t acquired by slave clock30 
pursuant to transmission and reception of timing packets 51 
and 52 may be written: 

t=t+AT+PD 1) 

and 

t=t-AT+PD 2) 

Equations 1) and 2) are functions of three unknown vari 
ables AT, PDs, and PD, and the two equations cannot be 
solved for any of the unknowns without additional informa 
tion. Often, to solve for offset time AT it is assumed that 
propagation delays PDs, and PD are equal to a same propa 
gation delay “PD’. Under the assumption of equality of the 
propagation delays equations 1) and 2) may be solved to 
provide: 

Slave clock 30 uses time offset AT and/or propagation delay 
PD in accordance with any of various methods known in the 
art to synchronize itself with master clock 40. 

Expressions 3) and 4), as noted above assume that 
PD =PD-PD, and that PD does not change during a 
period of the timing transaction during which packets 51 and 
52 are exchanged. However, propagation delays PDs, PD 
are generally not equal, and typically exhibit a difference 
referred to as a packet delay asymmetry noted above. Nor are 
the propagation delays time invariant, but typically exhibit 
statistical variation referred to as packet delay variation 
(PDV), also noted above. 

For example, as noted above and shown in FIG. 1A, nodes 
22 in PSN 20 provide a plurality of different communication 
paths between terminals 32 and 42. Packet 51 may propagate 
from slave terminal 32 to terminal 42 along communication 
path 24 and return timing packet 52 may propagate from the 
master terminal to the slave terminal via for example path 26. 
Unless propagation times along the two different paths are 
identical during the packet 51 and packet 52 transaction, 
which is generally not the case, propagation times PDs, and 
PD are not equal. 
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Even if timing packets 51 and 52 propagate over a same 

network path, their respective propagation times may still not 
be the same. Propagation time along a communication pathis 
a function, among other things, of traffic loading of the path, 
which in general is a statistical variable that varies as a func 
tion of time. Traffic loading of the path at a time at which 
packet 51 propagates from slave to master may be different 
from traffic loading of the path when packet 52 is propagating 
in the reverse direction from master to slave. For example, 
assume that the timing packets propagate between terminals 
32 and 42 along “shortest communication path 24. The path 
comprises by way of example four segments labeled 24-1, 
24-2, 24-3 and 24-4. If traffic loading of segment 24-1 on the 
direction from slave to master when packet 52 is transmitted 
over the path is substantially higher than traffic loading of the 
segment, on the direction from master to slave, when packet 
51 is transmitted over the path, PD of packet 52 may be 
different and substantially larger than PDs, for packet 51. 

Accuracy of synchronization of clocks in packet Switched 
networks is generally sensitive to lack of equality between 
PDs, and PD, and variations in the packet delays. As 
packet delay variation PDV increases, accuracy of synchro 
nization in the network tends to decrease and maintenance of 
a desired synchronization accuracy becomes more difficult. 
Usually, sets of timestamps, such as t t t t are repeatedly 
acquired using multiple timing packet transactions and sta 
tistical trends in values for AT and PD and metrics sensitive to 
PDV are analyzed to determine and compensate for time 
dependence of PDs, PD and potential failure in the 
assumption of their equality. Examples of metrics sensitive to 
PDV. are time deviation (TDEV), which is a measure of a 
standard deviation of the second derivative of PDV, and minT 
DEV, which is a measure of standard deviation of the second 
derivative of minimum PDV. 
A protocol, defined in IEEE 1588-2008 (IEEE 1588v2), 

referred to as Precision Time Protocol (PTP), provides for 
improved synchronization and monitoring of PDV in a net 
work. The protocol operates to acquire information with 
respect to packet delay at more locations in a network and 
with greater detail than is typically available with NTP. 
Among other features, the PTP protocol defines improved 
methods for timestamping timing packets and provides for 
apparatus referred to as “transparent clocks” and “boundary 
clocks'. 

Transparent clocks measure transit times of timing packets 
through network devices that affect PDV. A transit time of a 
timing packet through a network device that is measured by a 
transparent clock is inserted into a correction field (CF) in the 
timing packet. The transit time, also referred to as a “resi 
dence time', is used to account for contribution to PD of the 
packet by time that the packet spends in the network device. 
A boundary clock in a PSN implementing PTP functions as 
both a slave to a master clock and a master clock to its own set 
of slave clocks in the network. Boundary clocks segment a 
PSN and thereby generally shorten communication paths 
over which timing packets are transmitted. 

In accordance with PTP, a master clock, rather than a slave 
clock initiates a time disciplining transaction for calibrating 
the slave clock. FIG. 1B schematically shows a PSN 120 
comprising slave and master clocks 30 and 40, and at least one 
boundary clock 70. The figure schematically illustrates slave 
clock 30 being disciplined by master clock 40 in accordance 
with a PTP protocol. 
The master clock initiates the disciplining transaction by 

transmitting a timing packet 151 optionally comprising a 
timestamp which records a time t. Timestamp t is generated 
responsive to time provided by master clock 40 at which 
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timing packet 151 crosses a well defined reference boundary, 
schematically indicated by a dot-dash line 62, in master ter 
minal 42 on its way to exit the terminal and propagate along 
a communication path in PSN 20 towards slave terminal 32. 
As timing packet 151 ingresses slave terminal 32, the terminal 
records a timestampt, a “reception time', responsive to time 
t provided by slave clock 30, at which the packet crosses a 
well defined reference boundary, schematically indicated by 
a dot-dash line 61, in the slave terminal. Additionally, slave 
clock 30 optionally records an accumulated residence time 
CF registered in a correction field comprised in timing 
packet 151. The accumulated residence time is equal to a Sum 
of residence times measured by transparent clocks (not 
shown) in PSN 120 that packet 151 endured in crossing 
through network devices along the packet's path from master 
terminal 42 to slave terminal 32. 

At a subsequent slave clock 30 time t, slave terminal 32 
transmits a timing packet represented by a block arrow 152 
and records time t in a timestamp. Timestamp t represents 
time at which timing packet 152 crosses reference boundary 
61 as it egresses the slave terminal to propagate along a 
communication path in PSN 20 towards master terminal 42. 
In propagating to the master terminal an accumulated resi 
dence time “CF that the packet endured in devices along its 
path to the master terminal is stored in the packet. Upon 
arrival of timing packet 152 at master terminal 42, the master 
terminal produces a timestamp that records a time t, which is 
a time that packet 152 crosses reference boundary 62 as it 
ingresses the master terminal. 

Master terminal 42 then transmits a timing packet, sche 
matically represented by a block arrow 153, comprising 
timestamp t and accumulated residence time CF to slave 
clock 30. Upon arrival at slave clock 30, the slave clock has 
timestamps recording times t t t t (shown below slave 
terminal 32 in FIG. 1B) as well as accumulated residence 
times CF and CF. The slave clock uses timestamps t, t, t, 
ta, and CF and CF to determine AT and PD in accordance 
with the relationships, 

It is noted that in accordance with PTP boundary clock 70 
in a role of a slave clock is disciplined by master clock 40 
using a same procedure as used to discipline slave clock 30. 
Boundary clock 70, in turn disciplines slave clocks (not 
shown in FIG. 1B) for which the boundary clock operates as 
a master clock in accordance with the PTP procedures. 

FIG. 2A schematically shows a PSN220 similar to PSN 20 
and PSN 120 comprising a master clock 40, a slave clock 30, 
and in addition, in accordance with an embodiment of the 
invention, a ToPDE 200. 

In FIG. 2A slave clock 30 is schematically shown being 
disciplined to master clock 40 using a PTP protocol and 
ToPDE 200 is shown “eavesdropping on a timing transaction 
between the slave and master to generate timing information, 
in accordance with an embodiment of the invention. ToPDE 
200 is optionally located at a node 201 common to commu 
nication path 24, which is used as a primary transaction path 
between master terminal 42 and slave terminal 32, and com 
munication paths 25 and 26 (shown on FIGS. 1A and 1B). 
which are used as back-up transaction paths by the slave and 
master clocks. 

FIG. 2B shows a schematic block diagram of ToPDE 200 in 
accordance with an embodiment of the invention. ToPDE 200 
optionally comprises first and second ports 202 and 204 
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10 
respectively for receiving and transmitting packets, a packet 
inspector 206, a local clock 208, and a packet delay analysis 
engine 210. Functions of the components and how they coop 
erate to generate timing information, in accordance with an 
embodiment of the invention, are described below. 

Referring to FIG. 2A, master clock 40 at master terminal 42 
initiates the timing transaction by transmitting a timing 
packet 251 to slave clock 30 in slave terminal 32. The master 
terminal generates a timestamp, as pertime provided by mas 
ter clock 40, for a time t at which timing packet 251 crosses 
a well defined reference boundary, in master terminal 42 on 
its way to exit the terminal and propagate along a communi 
cation path in PSN20 towards slave terminal32. In FIGS. 2A 
and 2B, the reference boundary is schematically indicated by 
a dot-dash line 62. As packet 251 propagates to slave terminal 
32, a correction field in the packet is updated with residence 
times for devices in PSN 220 through which it passes. 
On its way to slave terminal 32, packet 251 is received at 

port 202 ofToPDE 200, and crosses a reference boundary 212 
in the ToPDE at a time t° measured by ToPDE clock 208. 
ToPDE 200 records time t, in a timestamp. An accumulated 
residence time for the packet resulting from the residence 
times the packet experiences in the PSN devices on its journey 
from master terminal 42 to ToPDE 200 is represented by 
CF*. From port 202 timing packet 251 proceeds to packet 
inspector 206. Packet inspector 206 inspects timing packet 
251 to determine if it is a timing packet transmitted in a 
disciplining transaction and optionally if the transaction 
belongs to a predetermined group of PTP transactions that the 
ToPDE is intended to monitor. If it is, the packet inspector 
copies timing information from the timing packet, the infor 
mation comprising t and/or CF, and forwards the timing 
packet to port 204, from which port the timing packet contin 
ues on to slave terminal32. If the packet is not a timing packet 
the packet inspector discards t and forwards the packet 
without copying timing information from of the packet. 
Optionally, packet inspector 206 may implementa PTP trans 
parent clock between ports 202 and 204 So that any propaga 
tion delay ToPDE may introduce between these ports may 
later be compensated for at slave clock 30. As timing packet 
251 ingresses slave terminal 32, the terminal records a times 
tamp for a time t responsive to time provided by slave clock 
30, at which the packet crosses a well defined reference 
boundary, schematically indicated by a dot-dash line 61, in 
the slave terminal. 
At a Subsequent slave clock time, t the slave terminal 

transmits a timing packet represented by a block arrow 252 to 
master terminal 42. The slave terminal generates a timestamp 
for a transmission time, t, of packet 252 as a time provided by 
slave clock 30, at which the packet crosses a reference bound 
ary 61 as the packet egresses the terminal. A correction field 
in the packet is optionally updated with residence times the 
packet experiences in traversing network devices as it propa 
gates to master terminal 42. 
On its way to the master terminal, timing packet 252 is 

received at port 204 (FIG. 2B) of ToPDE 200 and enters 
packet inspector 206. The packet inspector checks if the 
packet is a timing packet and optionally whether it belongs to 
the predetermined group of PTP transactions that the ToPDE 
is intended to monitor. If so, it copies timing information 
comprised in timing packet 252, including an accumulated 
residence time, represented by CF that the packet experi 
enced in traveling from slave terminal 32 to ToPDE 200. If 
not, packet inspector 206, directs the packet to port 202 to exit 
ToPDE 200 and proceed on towards its destination. 

Following copying of timing information, packet inspector 
206 forwards the packet to port 202 from which it continues 
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on to master terminal 42. ToPDE 200 generates a timestamp 
for a timet, as pertime provided by clock 208, at which the 
packet crosses reference boundary 212 as it egresses the 
ToPDE. Optionally, packet inspector 206 may implement a 
PTP transparent clock between ports 204 and 202 so that a 
propagation delay, i.e. a residence time spent in ToPDE 200, 
that ToPDE may introduce between these ports can later be 
compensated for at slave clock 30. After leaving ToPDE 200, 
the conection field in packet 252 is updated with residence 
times the packet experiences in traveling to master terminal 
42. The accumulated residence times in the conection field of 
packet 252 after leaving ToPDE 200, which includes accu 
mulated residence times CF, is represented by CF. 
Upon arrival of timing packet 252 at master terminal 42, 

the master terminal records a timestamp for a timet at which 
the timing packet crosses reference boundary 62. The master 
terminal Subsequently transmits a timing packet 253 to slave 
terminal 32 to inform the slave terminal of the values fort 
and CF. On its way to slave clock 30, timing packet 253 is 
received at port 202 of ToPDE 200. From port 202, timing 
packet 253 enters packet inspector 206 where, if identified to 
be a timing packet in the predetermined group of monitored 
PTP transactions, timing information, including at least 
timestamp ta and CF, is copied from the packet and the 
packet itself is forwarded to exit the ToPDE and proceed 
towards slave terminal 32. 
Once the transaction is completed (after exchange of tim 

ing packets 251, 252, and 253), slave clock 30 has a recorded 
set of timestamps t t t t shown below terminal 32 in FIG. 
2A, as well as CF and CF for use in determining AT and PD 
according to equations 5) and 6). 

Because of the negligible invasive interference of ToPDE 
200 with propagation of timing packets between master clock 
40 and slave clock 30, the slave clock acquires t, t, t, ta 
substantially without interference by ToPDE 200. In addition 
however, at substantially no cost in excess bandwidth, ToPDE 
200 has acquired a set of times comprising t, t, t, ta. 
shown to the right of ToPDE 200 in FIG. 2A, as well as 
correction field contents CF, CF, and CF. These are used 
to determine an offset time AT between ToPDE clock 208 
and master clock 40 in accordance with an expression, 

and 
a propagation delay, PD*, between ToPDE 200 and master 
terminal 40 in accordance with an expression, 

In an embodiment of the invention, ToPDE 200 uses AT 
and PD* to discipline its clock 208 and synchronize its fre 
quency f* and time t, with master clock 40. Any of various 
methods known in the art may be used by ToPDE 200 to 
discipline its clock responsive AT and PD*. ToPDE 200 may 
for example use any of various statistical moments of values 
of AT and PD* acquired during different transactions 
between master and slave clocks 40 and 30 to determine 
disciplined correction values for f* and t. 
ToPDE 200 optionally comprises apparatus for making 

available and/or transmitting values for at least one of f*, t, 
AT, PD* to measurement equipment or a network manager 
(not shown) of PSN 220 for use in determining features of 
packet transport along communication paths in PSN 220 over 
which packets are transported to and from ToPDE 200. Block 
arrows 213, Schematically represent apparatus configured to 
transmit and/or make available data generated by ToPDE 200 
to the PSN manager and are labeled with examples of the data. 
Optionally, the apparatus comprises a port configured to 
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12 
present the values. Optionally, the apparatus comprise cir 
cuitry and a transmitter for coding and packaging the values 
in packets and transmitting the packets to the PSN manager 
via the packet network. 

In an embodiment of the invention (not shown), ToPDE 
200 may use interfaces 213 to receive accurate time and 
frequency information Supplied by an external frequency/ 
time reference of PSN 220. Such frequency and time infor 
mation may be used to discipline ToPDE clock 208, so that it 
provides accurate time information to packet inspector 206. 

In an embodiment of the invention, packet inspector 206 
transmits local timestamps that it generates, timestamps, and 
information in packet correction fields that it copies from 
timing packets that traverse ToPDE 200 to packet delay 
analysis engine 210. The packet delay analysis engine pro 
cesses the timing information that it receives from packet 
inspector 206 to generate statistics and/or metrics germane to 
PD and PDV analysis and correction. The engine may for 
ward the statistics and/or metrics to a network manager (not 
shown) of PSN 220 for use in monitoring the network and 
providing a desired QoS. Transmission of data provided by 
packet delay analysis engine 210 is schematically represented 
by a block arrow 214. Optionally, packet delay analysis 
engine 210 has access to a dedicated port for making available 
or transmitting statistics and/or metrics it generates. Alterna 
tively or additionally the packet delay analysis engine may 
use any available port comprised in ToPDE 200 for transmit 
ting or making available the data it generates. 

It is noted that in the above description, ToPDE 200 is 
described as acquiring and generating timestamps and timing 
information from timing packets transmitted between a mas 
ter and slave clock in accordance with a PTP protocol. 
Embodiments of the invention are of course not limited to a 
PTP protocol. For example, ToPDE 200 may generate times 
tamps and copy data from timing packets transmitted accord 
ing to an NTP protocol similarly to the manner in which it 
generated timestamps and copied data from PTP timing pack 
etS. 

In the description and claims of the present application, 
each of the verbs, “comprise’ “include and “have’, and 
conjugates thereof, are used to indicate that the object or 
objects of the verb are not necessarily a complete listing of 
components, elements or parts of the Subject or Subjects of the 
verb. 

Descriptions of embodiments of the invention in the 
present application are provided by way of example and are 
not intended to limit the scope of the invention. The described 
embodiments comprise different features, not all of which are 
required in all embodiments of the invention. Some embodi 
ments utilize only some of the features or possible combina 
tions of the features. Variations of embodiments of the inven 
tion that are described, and embodiments of the invention 
comprising different combinations of features noted in the 
described embodiments, will occur to persons of the art. The 
scope of the invention is limited only by the claims. 
The invention claimed is: 
1. Apparatus for monitoring a packet Switched network, the 

apparatus comprising: 
at least one port for receiving and transmitting packets; 
a local clock; 
a packet inspector that uses time from the local clock to 

timestamp packets received at a port of the at least one 
port, copies timing information from the received pack 
ets if the packets are timing distribution packets, which 
are transmitted between a master clock and a slave clock 
in order to synchronize the slave clock to the master 
clock, and forwards the received packets for transmis 
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sion from a port of the at least one port towards a packet 
destination that is not a packet Source from where the 
packets originate; and 

an analysis engine that receives from the packet inspector 
the copied timing information and timestamps of a plu 
rality of the forwarded packets, and processes the 
received timing information and timestamps to generate 
statistics and/or metrics sensitive to packet delay (PD) 
and/or packet delay variation (PDV) 

wherein the apparatus uses the timestamps of the received 
timing distribution packets and the copied timing infor 
mation to monitor timing distribution performance of 
the network. 

2. Apparatus according to claim 1 wherein using the times 
tamp and the copied timing information comprises determin 
ing an offset time between time provided by the local clock 
and a reference time provided by the master clock. 

3. Apparatus according to claim 1 wherein the copied tim 
ing information comprises at least one timestamp recording a 
transmission or reception time of a received packet at the 
slave or master clock. 

4. Apparatus according to claim 1 wherein the local clock 
uses the timestamp of the received packet and the copied 
timing information to determine a difference between a fre 
quency of the local clock and a frequency of the master clock. 

5. Apparatus according to claim 1 wherein the timing dis 
tribution packets conform to the IETF Network Timing Pro 
tocol (NTP). 

6. Apparatus according to claim 1 wherein the timing dis 
tribution packets conform to the IEEE Precision Timing Pro 
tocol (PTP). 

7. Apparatus according to claim 6 wherein copied timing 
information comprises correction field timing information. 

8. Apparatus according to claim 1 and including a trans 
parent clock that operates to determine a transit time of a 
packet through the apparatus. 

9. Apparatus according to claim 1 and including a port for 
receiving a time and/or frequency from a reference clock. 

10. Apparatus according to claim 9 wherein the local clock 
uses the reference clock time and/or frequency to discipline 
itself. 
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11. Apparatus according to claim 1 wherein the apparatus 

comprises an analysis engine that generates statistics and/or 
metrics responsive to timing distribution performance. 

12. Apparatus according to claim 1 and comprising appa 
ratus for providing a value for at least one of the statistics 
and/or metrics to a network management system of a packet 
switched network. 

13. A packet Switched network comprising at least one 
apparatus according to claim 12. 

14. A packet switched network according to claim 13 
wherein the at least one apparatus is located at each of at least 
one demarcation point of the network. 

15. A packet switched network according to claim 13 and 
comprising a network management system that receives a 
value for at least one parameter from the apparatus useable to 
discipline a clock in the network. 

16. A packet switched network according to claim 15 
wherein the network management system uses the value to 
monitor the network. 

17. A packet switched network according to claim 15 
wherein the network manager uses the value to monitor per 
formance of a segment of the path between master clock and 
slave clock. 

18. A packet switched network according to claim 15 
wherein the network management system uses the value to 
monitor packet delay in a portion of the network. 

19. A packet switched network according to claim 15 
wherein the network management system changes a feature 
of the network responsive to the value. 

20. A packet switched network according to claim 15 
wherein the network management system changes the routing 
of timing distribution packets responsive to the value. 

21. A packet switched network according to claim 15 
wherein the network management system generates an alarm 
responsive to the value. 

22. A packet Switched network comprising at least one 
apparatus according to claim 1. 
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